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making, enabling logical conclusions by connecting general legal I Major premise: According to Article 58 of the Social
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perform explicit syllogistic reasoning, often producing implicit and CasONINg | If the consultation fails. . .
unstructured answers that lack explainability and trustworthiness. ] )
To address this limitation, we propose SyLeR, a novel framework Major Premise )
. .. C . Answer |\~ / \ \ AN

that empowers LLMs to engage in explicit syllogistic legal rea- - > -,

soning. SyLeR integrates a tree-structured hierarchical retrieval
mechanism to effectively combine relevant legal statutes and prece-
dent cases, forming comprehensive major premises. This is followed
by a two-stage fine-tuning process: supervised fine-tuning warm-
up establishes a foundational understanding of syllogistic reason-
ing, while reinforcement learning with a structure-aware reward
mechanism refines the model’s ability to generate diverse logically
sound and well-structured reasoning paths. We conducted exten-
sive experiments across various dimensions, including in-domain
and cross-domain user groups (legal laypersons and practitioners),
multiple languages (Chinese and French), and different LLM back-
bones (legal-specific and open-domain LLMs). The results show that
SyLeR significantly improves response accuracy and consistently
delivers explicit, explainable, and trustworthy legal reasoning.
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Figure 1: Syllogistic reasoning in legal QA: The lawyer iden-
tifies the relevant legal statutes or precedent cases to derive
the major premise, formulates the minor premise from the
user’s question, and then reaches the conclusion. Based on
different analysis perspectives, different syllogistic reason-
ing paths can be derived.

Korea. ACM, New York, NY, USA, 11 pages. https://doi.org/10.1145/3746252.
3761120

1 Introduction

Legal decision-making fundamentally depends on logical reasoning
to ensure fairness and trustworthy in judgments. Among the var-
ious forms of legal reasoning, syllogistic reasoning [3, 12] stands
out as a structured form of deductive reasoning that derives con-
clusions from two interconnected premises. In legal contexts, the
major premise typically comprises general legal rules or princi-
ples—such as statutes and precedents—while the minor premise
is drawn from the specific facts of a case. The logical connection
between these premises leads to a well-founded legal conclusion.
This reasoning process closely reflects how legal professionals ana-
lyze cases, ensuring that decisions are both grounded in established
laws and logically aligned with case facts, Figure 1 is an example.
Despite the fundamental role of syllogistic reasoning in legal
decision-making, existing large language models (LLMs) struggle
to replicate this explicit reasoning process in legal tasks. On the
one hand, legal-specific LLMs [33, 34, 38] have primarily focused
on enhancing legal knowledge through supervised fine-tuning on
domain-specific datasets. These models not only require a substan-
tial amount of annotated data but also lack clear, logically structured
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explanations that mirror how legal professionals connect statutes
and case facts to reach decisions. This limitation undermines both
the explainability and trustworthiness of legal LLMs, hindering
their practical deployment in scenarios where transparent and well-
justified reasoning is critical. On the other hand, research aimed at
enhancing the reasoning capabilities of LLMs has introduced meth-
ods such as Chain-of-Thought (CoT) prompting [30, 32], supervised
fine-tuning [8], and retrieval-augmented fine-tuning [44]. These
techniques enhance the model’s reasoning ability by either implic-
itly guiding the model or explicitly adjusting the model parameters,
thereby improving performance in tasks involving mathematics,
commonsense reasoning, and code generation. However, these ap-
proaches remain largely domain-agnostic and fail to address the
distinct challenges of legal reasoning, particularly the need for gen-
erating explicit syllogistic reasoning paths that align legal rules
with case-specific facts.

Enabling LLMs to perform explicit syllogistic legal reasoning
involves addressing several complex challenges. First, effectively
incorporating comprehensive legal knowledge into LLMs is in-
herently difficult. Legal reasoning depends on both statutes and
precedent cases [42], which are not only diverse in form but also
deeply interconnected. Statutes provide general legal principles,
while precedents interpret and apply these statutes to specific cases.
Treating these sources separately can disrupt their contextual re-
lationships, making it difficult for models to capture the nuanced
interplay between legal rules and their applications. Therefore, de-
signing models that can holistically incorporate and reason over
both statutes and precedents within a structured framework is es-
sential. Second, achieving explicit syllogistic reasoning requires
the model to learn how to construct valid reasoning paths. However,
for any given legal question, there may exist multiple valid syllo-
gistic reasoning paths leading to the same conclusion, as shown in
Figure 1. Annotating diverse reasoning paths for supervised fine-
tuning is expensive and labor-intensive, particularly in the legal
domain where expert annotation is required. More importantly,
how to train LLMs to learn from and generalize across multiple rea-
soning strategies—without overfitting to a single annotated path—is
a complex challenge that must be addressed. Third, evaluating an
LLM’s performance in syllogistic legal reasoning demands more
than standard text generation metrics. Conventional metrics such as
accuracy and ROUGE fall short in assessing the logical consistency,
coherence, and legal validity of the model’s reasoning processes.
Without specialized evaluation criteria, it is difficult to determine
whether a model truly understands and applies syllogistic reasoning.
Therefore, it is crucial to develop task-specific evaluation methods
that can effectively measure the soundness and transparency of
the model’s reasoning chains, ultimately guiding the model toward
producing more trustworthy and explainable legal outcomes.

To address these challenges, we propose SyLeR, a novel frame-
work designed to enable LLMs to perform explicit Syllogistic Legal
Reasoning. SyLeR integrates a two-stage training process that sys-
tematically incorporates legal knowledge and guides the model
to generate logically structured reasoning. Specifically, we first
introduce a tree-structured hierarchical retrieval mechanism that
organizes legal knowledge by connecting relevant statutes and
their corresponding precedent cases. This structure preserves the
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inherent relationship between legal rules and their practical appli-
cations, allowing the model to construct a comprehensive major
premise that reflects both legal principles and real-world interpre-
tations. Building on this, SyLeR employs a two-stage reinforcement
fine-tuning strategy. In the warm-up stage, we utilize GPT-4o to
generate high-quality syllogistic reasoning paths by reverse engi-
neering from retrieved legal documents, user questions, and ground-
truth answers. These reasoning paths explicitly follow the structure
of major premise, minor premise, and conclusion, providing the
foundation for supervised fine-tuning that teaches the model how
to produce logically coherent and structured responses. In the re-
inforcement learning (RL) stage, we refine the model’s reasoning
ability using the Proximal Policy Optimization (PPO) [27] algorithm.
This stage allows the model to explore diverse syllogistic reasoning
paths, addressing the challenge of reasoning diversity. A carefully
designed reward function evaluates the model’s output based on
the alignment between the generated major premise and the re-
trieved legal knowledge, the consistency of the minor premise with
the user question, and the correctness of the conclusion. To ensure
strict adherence to the syllogistic reasoning format, responses that
deviate from the expected structure receive zero rewards, guiding
the model toward generating explicit and legally sound reasoning.

We conducted extensive experiments to evaluate SyLeR across
multiple dimensions, including datasets from legal laypersons and
practitioners, multiple languages (Chinese and French), and compar-
isons between legal-specific and open-domain LLMs. Additionally,
cross-domain tests were performed by training on one user group
and evaluating on another to assess adaptability. The results show
that SyLeR significantly improves answer accuracy and provides
explicit syllogistic reasoning, ensuring both trustworthiness and
explainability across diverse legal scenarios.

In summary, the contributions of this paper are as follows:

e We pioneered the explicit incorporation of syllogistic legal
reasoning into LLMs through reinforcement fine-tuning, en-
abling the LLM to generate responses in the format of major
premise, minor premise, and conclusion.

e We propose SyLeR, a novel framework that achieves explicit
syllogistic legal reasoning through a tree-structured hierar-
chical retrieval mechanism for legal knowledge integration
and a two-stage fine-tuning process. This process combines
supervised learning for foundational reasoning and rein-
forcement learning with a structure-aware reward mech-
anism that evaluates the alignment of the major premise,
minor premise, and conclusion, ensuring logically sound
and structured outputs.

e We conduct extensive experiments across diverse settings
including different user groups (legal laypersons and practi-
tioners), multiple languages (Chinese and French), and model
types (legal-specific and open-domain LLMs) demonstrat-
ing that SyLeR significantly improves response accuracy
and provides explicit and trustworthy legal reasoning across
various legal contexts.
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2 Related Work

2.1 Legal LLM

With the rise of LLMs, a large number of studies investigating
the use of LLMs in the legal domain have emerged [2, 12, 40, 41].
Early works explored the capabilities of LLMs in various legal
tasks, using prompt-based methods [31, 37] to provide examples to
guide the LLM in solving tasks, including legal judgment predic-
tion, legal examinations, and more. Some works have also designed
benchmarks [5, 18] to test the capabilities of LLMs in legal tasks,
evaluating them from multiple dimensions. As publicly available
legal-related data resources have become more abundant, construct-
ing fine-tuning and training data based on these datasets has be-
come easier. As a result, many studies have fine-tuned open-domain
LLMs on large amounts of legal-related data, injecting legal knowl-
edge into the models to create LLMs specifically for the legal field,
enabling them to tackle legal-related tasks. For instance, [38] fine-
tuned LLM using high-quality supervised datasets constructed from
judgment prediction, information extraction, and legal QA datasets.
[34] conducted secondary pre-training and instruction fine-tuning
on open-domain LLMs using datasets such as legal documents and
legal cases. [21] obtained high-quality judicial QA data through
ChatGPT for fine-tuning. [9] performed full-parameter fine-tuning
to create legal-specific LLMs. Despite the promising results achieved
by these legal LLMs on legal tasks, the final answers they provide
are still a form of implicit reasoning. None of these methods have
enabled the LLMs to perform explicit legal reasoning, which affects
the trustworthiness of the LLMs and hinders their deployment in
real-world scenarios.

2.2 Reasoning in LLM

Existing work has explored various strategies to enhance the reason-
ing capabilities of large language models (LLMs). One such strategy
is the Chain-of-Thought (CoT) prompting technique [30, 45], which
encourages the model to generate a series of intermediate reasoning
steps through specific prompts. For example, the simple prompt
"Let’s think step by step" [14] has been shown to improve the rea-
soning ability of LLMs. Further, In-Context Learning (ICL) [32]
involves providing examples containing intermediate reasoning
steps to teach the model how to perform reasoning. In the retrieval-
augmented generation scenarios, enhancing the LLM’s reasoning
ability can be achieved by improving the prompts input to the
LLM using its feedback, including compressing the retrieved docu-
ments [13, 19] and iteratively retrieval to augment generation [29].
Additionally, supervised fine-tuning using task-related data [8],
enhancing supervised fine-tuning with retrieved document [44],
and incorporating CoT data into fine-tuning [23] can all strengthen
the reasoning ability of LLMs by adjusting their parameters. Re-
cently, the release of Deepseek-R1 [7] and OpenAT’s o1 has inspired
many works [39, 47] to explore reasoning techniques similar to
o1, emphasizing the importance of scaling CoT and reinforcement
learning to strengthen LLM reasoning abilities. However, all of the
aforementioned works primarily focus on open-domain problems
such as mathematics, code, and commonsense reasoning, without
addressing explicit reasoning in the legal domain. This gap is the
focus of our paper, which aims to equip LLMs with the ability to
perform explicit syllogistic legal reasoning.
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3 Method

3.1 Problem Statement

We focus on the legal question-answering (QA) task in this paper.
Formally, suppose we are given a set of labeled data tuples 7~ =

{ (i, y,-)}l.z—ll, where |7| is the total number of tuples. For each
tuple, x; represents the i-th user’s question, and y; is the manually
annotated answer corresponding to the question.

Unlike current Legal QA studies, which directly generate an
answer y; from a given user question x;, we aim to empower LLMs
with explicit syllogistic legal reasoning capabilities. Specifically,
the objective of our work is to produce §; to x; by constructing a
structured reasoning path #;. This path includes a major premise

major
1
and a minor premise plr.“inor, extracted from the specific facts in x;,
which are combined to logically infer §j; as the conclusion.

, derived from relevant legal statutes and precedent cases,

3.2 Overall Framework

As illustrated in Figure 2, the proposed SyLeR framework consists
of two primary components designed to achieve explicit syllogistic
legal reasoning.

First, given a user’s legal question x;, SyLeR retrieves the relevant
legal foundation to construct the major premise in the syllogistic
reasoning process. This is achieved through a hierarchical retrieval
mechanism applied to the constructed legal knowledge tree D:

K = Retriever(x;, D), (1)

where K; C D represents the subset of retrieved legal knowledge,
including legal statutes and precedent cases relevant to x;. This
retrieval mechanism ensures the interpretive connection between
statutes and cases is preserved. The details of the corpus construc-
tion and retrieval process are elaborated in § 3.3.

With the major premise established, SyleR is responsible for de-
ducing the conclusion based on the user’s question, which serves as
the minor premise. This step integrates the retrieved knowledge K;
with the question x; to produce the final legally coherent syllogistic
reasoning path #:

Pi

)
major minor

where P; = {p, ~, pi™"°", §ii} is the structured syllogistic output
including the generated major premise, minor premise, and conclu-
sion. To enhance reasoning diversity and ensure logical consistency,
the framework leverages multiple reasoning paths and a structured
reward mechanism, which are detailed in § 3.4.

LLM(%G, xi).

3.3 Tree-Structured Hierarchical Retrieval

The first step in SyLeR is to retrieve relevant legal knowledge to
construct the major premise required for explicit syllogistic legal
reasoning. This step involves a hierarchical retrieval mechanism
applied to the legal knowledge tree . As discussed, this tree is
designed to preserve the interpretive connections between legal
statutes and precedent cases, ensuring a robust and logically sound
foundation for reasoning. In this section, we describe how the legal
knowledge tree is constructed and how the retrieval mechanism
operates.

Construction of legal knowledge tree D. The legal knowl-
edge corpus D is organized into a hierarchical tree structure to
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Figure 2: The architecture of SyLeR. (a) The framework of SyLeR, which includes a tree-based retriever and trains the LLM by
sampling multiple syllogistic reasoning paths through reinforcement learning, with rewards based on the reasoning paths. (b)
The tree-based retriever, which first retrieves legal statutes and then retrieves corresponding cases under those statutes. (c) The
calculation of reasoning path rewards, which is obtained by measuring the similarity between the model-generated major
premise, minor premise, and conclusion with the retrieved legal knowledge, the user’s question, and the answer.

capture the relationships between general legal principles (legal
statutes) and specific applications (precedent cases). As shown in
Figure 2 (b), the tree consists of three key components: (1) The
root of the tree is a virtual node representing the starting point
of retrieval. (2) The first layer contains nodes representing legal
statutes Dy, which provide general legal principles relevant to the
user’s question. These statutes form the backbone of the major
premise by defining the foundational rules of the legal system. (3)
The second layer contains nodes representing precedent cases D¢,
which are linked to their corresponding statutes in Dy . Precedent
cases illustrate how the general principles from statutes have been
interpreted and applied in specific legal scenarios. This hierarchical
structure ensures that the major premise is comprehensive, com-
bining both general principles and contextualized interpretations.
Additionally, the tree structure allows for efficient navigation and
retrieval of relevant knowledge.

To construct D, we use the legal corpus provided by [42], which
contains 54,114 statutes and 435,579 cases. Each statute and case is
encoded into a dense vector representation using BGE [35]. Given
the vector representation for each case, we identify the most rele-
vant statute from the corpus based on the cosine similarity of their
embeddings, creating an edge between the statute and the case.
To enhance connectivity, statutes with fewer than five connected
cases are supplemented by linking additional cases. These addi-
tional cases are determined by identifying the most relevant statute
and its associated cases based on cosine similarity. This approach
ensures that the tree captures meaningful relationships between
statutes and cases while maintaining sufficient connectivity for
robust retrieval and reasoning.

Hierarchical retrieval. Given a user question x;, the retrieval
process leverages the hierarchical tree structure to retrieve relevant
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statutes and cases efficiently, as illustrated in Figure 2 (b). The re-
trieval mechanism proceeds in two steps. In the first-layer statue
retrieval, the user question x; is embedded using BGE [35]. We
compute the cosine similarity between the question embedding
and the embeddings of all statutes in the statute layer. The top-k
most similar statutes are selected as retrieval results, which are
denoted by L = {1, I3, ..., I, }, where K| represents the number of
retrieved statutes. In this paper, as the legal question typically relate
to a single statute, we set K = 1. In the second-layer precedent
cases retrieval, for each retrieved statute L;, we traverse its asso-
ciated case nodes in the tree. For each case under L;, we compute
the cosine similarity between the question embedding and the case
embeddings. We select the top-k most similar cases for each statute,
which are denoted by C; = {c;1, ciz, . . ., cik, }, where C; represents
the set of retrieved cases under statute L;. To address the input
length limitations of LLMs, we set K¢ = 3, ensuring that only the
most relevant cases are included in the retrieved subset. By combin-
ing these two steps, the retrieval mechanism outputs %Kj, a subset of
legal knowledge containing both statutes and precedents that are
logically and semantically connected. This ensures that the major
premise for syllogistic reasoning is comprehensive, cohesive, and
tailored to the user’s legal question. The retrieved knowledge K; is
then passed to the next stage of SyLeR for structured reasoning.

3.4 Two-Stage Reinforcement Fine-Tuning

With the relevant legal knowledge K; retrieved using the tree-
structured hierarchical retrieval mechanism, the next step in SyLeR
is to enable the LLM to generate explicit syllogistic reasoning
paths and produce the legally coherent answer 7;. This is achieved
through a reinforcement fine-tuning process that consists of two
stages: a warm-up stage using supervised fine-tuning and a rein-
forcement learning (RL) stage. This fine-tuning process ensures
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that the model generates logically sound and interpretable reason-
ing paths that adhere to the major premise — minor premise —
conclusion structure.

Warm-up stage establishes the LLM’s foundational ability to
perform syllogistic legal reasoning. Specifically, we employ GPT-
40 [11] to generate 10 syllogistic reasoning paths for each of (x,y) €
7 using the corresponding retrieved documents K as shown in
Eq. 1. Each reasoning path # consists of the major premise, derived
by summarizing the retrieved statutes and precedent cases in %; the
minor premise, which originates from the specific facts provided in
the question x; and the conclusion, corresponding to the ground-
truth answer y. Using these reasoning paths, we perform supervised
fine-tuning with LoRA [10] to train the LLM to generate responses
in the structured format as follows:

1
Lrr = —m Zlog (P9+9L(7)t‘x,7(s P<t))s (3)
T

where 6 and 6y are the parameters of LLM and LoRA; #; and P«;
respectively denote the t-th token and tokens before #; in the
corresponding syllogistic reasoning path. This stage provides the
model with an initial understanding of syllogistic reasoning and
prepares it for further refinement during the next stage.

Reinforcement learning. Building upon the warm-up stage,
we employ the Proximal Policy Optimization (PPO) algorithm [27]
to refine the model’s reasoning capabilities. The reinforcement
learning stage focuses on enabling the LLM to explore multiple
reasoning paths for each question, avoiding overfitting to a single
reasoning strategy and enhancing the diversity of logical reasoning.
As shown in Figure 2 (c), for the response where only the correct
answer is provided without a reasonable reasoning path, we assign
a lower reward, as the lack of a correct reasoning process can
affect the reliability of the reasoning. During training, LLM samples
reasoning paths for a given question x; by combining the retrieved
knowledge K; with the question. Each sampled reasoning path
is evaluated based on a reward mechanism designed to assess its
quality and adherence to the syllogistic structure. PPO optimizes the
model by iteratively adjusting the policy to maximize the expected
reward while ensuring the updates remain within a stable region
to avoid overfitting or catastrophic updates.

Reward design for syllogistic reasoning. The reward mecha-
nism plays a crucial role in guiding LLM to generate logically sound
syllogistic reasoning paths. For each sampled reasoning path, the
reward is computed based on the following criteria:

0 if not syllogistic,

. 3 .
%sim(pma}or, D+ % ; %sim(pma]or, ci)

minor

+sim(p ,x) +rougey, . (4,y)  otherwise,

4)

sim(-) represents the cosine similarity computed using Sentence-
BERT embeddings [25], while rouge,,,(-) denotes the exponential
form of combined Rouge-1, Rouge-2, and Rouge-L scores. The terms
in Eq. 4 are defined as follows:

o sim(p™A°T [) measures the alignment between the generated
major premise (p™¥°) and the retrieved statute (I).
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3 .

. .21 %sim(pmaJor, c;) averages the similarity between the major
i=
premise and the three retrieved precedent cases {c1, c2, ¢3}.

o sim(p™P, x) evaluates how well the generated minor premise
(p™™1°T) aligns with the question (x).

e rouge,, (7, y) measures the similarity between the generated
conclusion () and the ground-truth answer (y) using ROUGE
metrics.

The reward r is only assigned at the terminal state, i.e., when the
generation is completed. All intermediate actions in non-terminal
states receive a reward of zero. To further enforce the adherence to
syllogistic reasoning, any invalid output—such as one that deviates
from the expected major premise — minor premise — conclusion
structure—is penalized with a reward of zero.

Following [23, 46], the total reward also incorporates a KL di-
vergence [15] term between the RL model and the warm-up model.
This regularization stabilizes training by penalizing the RL policy
for diverging excessively from the warm-up policy. The final reward
is defined as:

©)

where 7g and 7y represent the RL policy and the warm-up stage
policy, respectively, and f is a scaling coefficient that controls the
contribution of the KL divergence to the overall reward.

rﬁnal =r-= ﬁKL (77"0('|5t)’ HQSFT('lst)) 5

4 Experiment

In this section, we conduct experiments to answer the following
research questions: RQ1: How does SyLeR perform compared to
existing legal LLMs and open-domain LLM baselines in legal layper-
son and practitioner datasets? RQ2: What is the impact of the three
modules in SyLeR on the model’s performance? RQ3: How does
SyLeR perform across different domains? RQ4: How robust is SyLeR
across different languages? RQ5: Can SyLeR be adapted to various
LLM backbones? RQ6: Are the responses generated by SyLeR truly
trustworthy?

4.1 Experimental Setup

4.1.1 Dataset. We conducted experiments on three legal QA datasets:
two Chinese datasets, Practitioner and Layperson, targeting differ-
ent user groups, and one French dataset, LLeQA.

Practitioner [17]: This dataset is derived from LexEval, which
collects questions and answers from the subjective sections of the
National Unified Legal Professional Qualification Examination. It
represents questions from legal professionals, including detailed
case descriptions that require LLMs to thoroughly understand the
context and generate answers based on relevant legal knowledge.

Layperson [5]: This dataset is sourced from LawBench, which
compiles user questions and responses from the Hualv website!,
where non-legal professionals seek advice from lawyers and legal
practitioners. The questions are shorter and more conversational in
nature, requiring LLMs to leverage legal knowledge for appropriate
responses. For the corpus associated with these two datasets, we
utilized a knowledge base provided by [42], which includes legal
statutes and precedent cases.

lwww.66law.com
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Table 1: The statistical analysis of the datasets used in this
paper. #Train and #Test represent the number of data points
in the training and testing sets, respectively. Leng and Leny
refer to the average question length and answer length.

Dataset #Train #Test Lenp Leny
Layperson 100 400 57.62  107.40
Practitioner 100 400 618.96 193.46
LLeQA 1472 195 15.39  305.92

LLeQA [22]: This is a French dataset with expert-annotated legal
questions covering diverse topics such as housing, family, and em-
ployment. The questions often require longer answers, demanding
that LLMs refer to relevant legal statutes to provide detailed re-
sponses. For the corpus of this dataset, we used [22], which contains
27,942 French legal statutes.

Statistical analyses of the three datasets are shown in Table 1.
We fine-tuned LLMs using the training subsets of these datasets
and evaluated performance on their respective test sets.

4.1.2  Evaluation Metrics. We employed widely used metrics to
evaluate the similarity between model-generated responses and
reference answers, including Rouge [20] (Rouge-1, Rouge-2, and
Rouge-L), which assess recall; BLEU [24], which evaluates precision;
and BERTScore (BERT) [43], which measures semantic similarity
by leveraging contextual embeddings.

4.1.3 Baselines. We compare two types of LLMs: legal-specific
LLMs and open-domain LLMs. Legal LLMs include zhihai [34],
fuzi.mingcha [33], DISC-LawLLM [38], LawGPT_zh [21], Tail-
ing?, LexiLaw®, HanFei [9]. These models have been fine-tuned
on extensive datasets from the legal domain, enabling them to
handle legal tasks.

We select Qwen2 [36] as the representative base LLM for our
experiments. For open-domain LLMs, in addition to the standard
RAG [6, 16] approach, where the LLM generates responses based
on retrieved laws and related cases, we compared prompt-based
methods designed to handle the long document lengths common
in legal scenarios: Selective-Context [19] removes redundant in-
formation from the provided context using self-information [28].
LongLLMLingua [13] employs a coarse-to-fine, question-aware
compression strategy to condense lengthy documents. To address
the limitation of single-pass retrieval, which may fail to provide all
the knowledge needed for legal questions, we also compared the
iterative retrieval method Iter-RetGen [29].

For fine-tuning methods, we compared the following approaches:
Naive SFT [8]: A straightforward supervised fine-tuning approach
using question-answer pairs for training. RAG-SFT [44]: Fine-
tuning the LLM using questions combined with retrieved docu-
ments as input and answers as output. CoT-SFT [23]: This method
uses GPT-4o to generate direct reasoning paths based on the ques-
tion, retrieved legal documents and answer. During fine-tuning,
the question and documents are used as input, while the reasoning
path and conclusion are used as output to train the LLM.

https://github.com/DUTIR-LegalIntelligence/Tailing
3https://github.com/CSHaitao/LexiLaw
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4.1.4 Implementation Details. For all models in the main experi-
ments, we use BGE (specifically, bge-base-zh-v1.5) [35] to retrieve
one legal statute and three precedent cases. We use the training
dataset for fine-tuning and reinforcement learning training. For our
method, following [23], during the warm-up stage, we fine-tune
for 3 epochs. During the RL stage, we train for 10 epochs. For fine-
tuning baselines, we train for 10 epochs to ensure full convergence.
In the fine-tuning and warm-up stage, we set the maximum input
length to 4096, the learning rate to 5e-5, and the batch size to 16. For
both the fine-tuning and RL stages, we use LoRA [10] for efficient
training of the LLM, setting LoRA parameters with a rank of 8 and
an « of 16. For the RL stage, we use PPO [27] for training, with the
learning rate set to le-5, f set to 0.02, the clip range set to 0.2, and
the batch size set to 16. During LLM generation, we set do_sample
to false to enhance the reproducibility of the results. For the calcula-
tion of BERTScore, we use bert-base-chinese [4] for the Layperson
and Practitioner datasets, and bert-base-multilingual-cased for the
LLeQA dataset. All experiments are conducted on A6000 GPUs.
More details can be found at https://github.com/ke-01/SyLeR.

4.2 Overall Performance (RQ1)

Table 2 presents the results of SyLeR and the baselines on the
Layperson and Practitioner datasets. We can draw the following
conclusions:

SyLeR has the best overall performance. It can be seen that
SyLeR achieves the best performance across all metrics on both
datasets, which demonstrates the effectiveness of SyLeR. Compared
to legal LLMs, which have been fine-tuned with a large amount of
legal knowledge, SyLeR outperforms them due to they primarily
rely on implicit reasoning to obtain answers, which results in infe-
rior performance. Compared to baseline methods in open-domain,
these methods may rely solely on a single reasoning path, such as
SFT. In contrast, SyLeR offers various reasoning paths, which leads
to improved reasoning accuracy in the final model outputs.

Legal LLMs performer well. Although the base LLM used
for the legal LLM is an earlier version of open-domain LLM and
performs worse than Qwen2 on various tasks, the legal LLM still
demonstrates strong performance. This is because it has been fine-
tuned on a large amount of legal-related datasets, embedding a
significant amount of legal knowledge. Even without adding any
strategies, such as compressing the retrieved documents, it performs
second only to our proposed SyLeR method on certain metrics, such
as the Lexilaw task on the Layperson dataset. This result highlights
the importance of legal knowledge in enhancing the performance
of LLMs for legal tasks.

The benefits of fine-tuning. As observed, methods that en-
hance LLM reasoning through fine-tuning have outperformed meth-
ods that enhance reasoning based on prompts across both datasets.
This is because legal reasoning is significantly different from tradi-
tional reasoning scenarios. Legal problems typically involve more
complex legal concepts, rules, and cases, requiring more specialized
knowledge. After retrieving relevant legal knowledge, effectively
using it to solve specific legal issues is not an easy task. However,
the amount of training data in legal scenarios is relatively limited,
making it a key challenge to explore and provide efficient methods
to equip LLMs with legal reasoning capabilities. This is the focus
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Table 2: Performance comparison between SyLeR and the baseline on the Layperson and Practitioner datasets, with the best
performance highlighted in bold and the second-best method underlined.

Practitioner Layperson

Category Models Rouge-1 Rouge-2 Rouge-L BLEU BERT | Rouge-1 Rouge-2 Rouge-L BLEU BERT

zhihai 21.89 6.19 16.30 5.13 64.56 14.65 1.72 11.00 2.74 59.64

fuzi.mingcha 28.94 9.51 22.61 8.39 66.94 23.42 4.83 16.50 5.99 65.72

DISC-LawLLM 23.07 7.28 18.21 6.14 62.55 13.23 2.12 9.80 3.12 58.00

Legal LLM LawGPT_zh 29.50 9.14 22.93 7.85 67.57 22.67 4.12 16.12 4.85 65.02

Tailing 27.93 9.58 23.50 5.37 65.89 21.09 4.09 16.65 4.26 62.94

LexiLaw 29.90 9.27 24.07 7.09 65.71 24.62 5.03 18.27 6.25 65.71

Hanfei 33.20 12.39 27.06 9.68 68.74 23.94 4.74 18.51 5.63 65.31

Standard RAG 29.97 10.19 22.82 9.08 68.77 14.34 2.62 10.54 2.58 58.72

Selective-context 30.02 10.76 23.43 9.59 66.61 9.89 1.13 7.63 1.31 52.27

LongLLMLingua 32.15 10.65 24.62 10.31 69.52 18.78 3.33 13.80 4.01 62.54

Qwen2 Iter-Retgen 29.65 9.88 22.61 8.69 68.47 13.87 2.47 10.12 3.17 58.88
(Qwen2-7B-Instruct) ~ ~ Naive SFT ~ | ~ 3279 ~ 1343 2661 1033  69.70 | 2242 592 1760 373 6465

RAG-SFT 33.70 13.01 26.39 1141 69.90 19.90 4.07 14.16 5.58 64.30

CoT-SFT 32.58 11.64 27.09 7.87 67.76 21.65 5.06 17.48 4.80 64.75
" "SyLeR(Ours) | 3601  13.83 29.56  11.81 7055 | 27.19  7.05 2111  9.05  67.90

Table 3: Ablation experiments of SyLeR on the Layperson
and Practitioner datasets. w/o Path Reward indicates the
removal of the reward that ensures the reasoning path. w/o
Tree Retrieve means replacing the tree retrieve with a regular
retrieve. w/o RL refers to the removal of the RL training
that explores multiple syllogistic reasoning paths. The best
performance is indicated in bold.

Model Rouge-1 Rouge-2 Rouge-L BLEU BERT
Practitioner
SyLeR 36.01 13.83 29.56 11.81 70.55
w/o Path reward 34.60 13.06 27.52 11.45 69.83
w/o Tree Retrieve 35.46 13.06 29.03 9.03 69.33
w/o RL 34.24 13.03 27.18 10.70 69.48
Layperson
SyLeR 27.19 7.05 21.11 9.05 67.90
w/o Path reward 26.50 6.25 19.76 9.00 67.77
w/o Tree Retrieve 26.56 7.01 20.32 7.48 66.80
w/o RL 25.79 6.44 19.00 7.27 66.76

of this paper. SyLeR offers an efficient solution by exploring ex-
plicit syllogistic reasoning paths through reinforcement learning,
effectively utilizing legal knowledge and enhancing the model’s
performance in complex legal reasoning tasks.

4.3 Ablation Study (RQ2)

SyLeR primarily consists of three key components: reasoning path
validation, tree-based retrieval of legal statutes and precedent cases,
and RL-based exploration of multiple reasoning paths. To explore
how these three components impact the performance of SyLeR, we
conducted ablation experiments on the Layperson and Practitioner
datasets by removing each component from the overall method.
The results, as shown in Table 3, are analyzed in detail below:
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w/o Path Reward: We removed the reward that ensures the
reasoning path is valid, specifically eliminating the rewards for the
major and minor premises while keeping only the reward for the
conclusion during RL training. The results show a decline in both
datasets, indicating the importance of the path reward. Ensuring
that the major premise aligns with the retrieved legal statutes and
precedent cases and that the minor premise aligns with the user’s
question, helps stabilize the model’s reasoning process and guides
the model toward more accurate answers.

w/o Tree Retrieve: In this experiment, we replaced the tree-
based retrieval for retrieving legal statutes and precedent cases with
individual searches for each component (i.e., separately retrieving
legal statutes and precedent cases). Other training settings remained
unchanged. The results show a noticeable decline, emphasizing the
importance of tree-based retrieval. The tree-based retrieval provides
a more systematic and structured set of legal knowledge, helping
the LLM better understand and solve legal problems by retrieving
more relevant documents. This approach also aids in enhancing
the model’s reasoning abilities.

w/o RL: SyLeR samples multiple syllogistic reasoning paths
during the RL training stage to fully train the LLM. In this ablation,
we removed this stage and only tested the model trained after the
warm-up stage. This allows us to assess the role of RL in SyLeR.
The results show a significant drop in performance without RL,
indicating the importance of sampling multiple reasoning paths.
Simply relying on the warm-up stage’s SFT does not equip the LLM
with strong reasoning capabilities. RL is crucial in enhancing the
model’s ability to generate diverse reasoning paths, improving its
overall performance in legal reasoning tasks.

These ablation experiments demonstrate that each component
plays a vital role in SyLeR, and removing any of them leads to a
noticeable decrease in performance, underscoring their importance
in enhancing the model’s reasoning abilities.
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(a) Layperson to Practitioner. (b) Practitioner to Layperson.

Figure 3: Results of the cross-domain experiments. (a) Ap-
plying the model trained on the Layperson dataset to test on
the Practitioner dataset. (b) Applying the model trained on
the Practitioner dataset to test on the Layperson dataset.

Table 4: Comparison of SyLeR and baselines on the French
QA dataset LLeQA. The best performance is indicated in bold.

Model Rouge-1 Rouge-2 Rouge-L BLEU BERT
Standard RAG 23.40 4.58 21.50 2.15 68.49
Naive SFT 27.81 8.05 26.33 2.86 69.62
RAG-SFT 27.75 8.21 26.33 3.09 69.30
SyLeR 29.04 8.54 27.49 3.61  70.16

4.4 Cross Domain Experiment (RQ3)

The cross-domain performance is crucial for legal tasks, where legal
knowledge and reasoning skills must be applied across a variety of
case types and user profiles. The main experiment has validated the
effectiveness of our method within the target domain. To further
assess the generalization and robustness of SyLeR, we conduct
cross-domain experiments in this section. Specifically, we apply
the model trained on the Layperson dataset to the Practitioner
dataset and vice versa, testing how well the model performs when
transferred across domains.

As shown in Figure 3, the results indicate that SyLeR achieves
optimal performance on both datasets in the cross-domain setting.
This demonstrates the strong generalization ability of our method,
suggesting that SyLeR not only performs well within a specific
domain but can also effectively transfer its reasoning capabilities
to a different but related domain. Furthermore, the results indicate
that SyLeR’s tree retrieval of legal statutes and precedent cases,
along with its two-stage reinforcement fine-tuning, contribute to
its robustness in adapting to different contexts, reinforcing the
model’s utility in diverse legal scenarios. This confirms that SyLeR’s
methodology is not domain-specific but has the potential to be
applied to a wide range of legal reasoning tasks, further enhancing
its practical value in real-world applications.

4.5 Robustness across Various Languages (RQ4)

The previous experiments mainly focused on evaluating the per-
formance of our method on Chinese legal tasks. In this section, we
explore the performance of SyLeR on the French dataset LLeQA.
The LLeQA dataset’s document corpus only includes legal statutes,
so in this experiment, we omitted the tree-based retrieve module
in SyLeR and replaced the retriever with BM25 [26] to retrieve the
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Figure 4: Comparison of the performance between SyLeR
and the baselines on the Layperson dataset when the LLM
backbone is Llama3. SC is short for Selective-context method.
Lingua is short for LongLLMLingua.

Table 5: Human evaluation of the response performance,
with each item scored from 1 to 5, with 5 being the highest.
The best performance is indicated in bold.

Model Correct Logic Explain Trust Average
Naive SFT 4.18 3.76 3.37 3.69 3.75
RAG-SFT 4.21 3.97 3.83 3.88 3.97
CoT-SFT 4.41 4.26 4.12 4.23 4.26
SyLeR 4.65 4.59 4.66 4.72 4.66

most relevant legal statute for the given question. Given that in
LLeQA, typically only one related legal statute is needed for a given
question to supplement the LLM’s knowledge, we retrieve only the
most relevant legal statute to enhance the LLM’s legal knowledge
in this experiment. We compare SyLeR with several other methods,
including standard RAG, Naive SFT, and RAG-SFT to assess the
performance of different approaches on the French legal QA task.

The experimental results are shown in Table 4. It can be ob-
served that our method still achieves the best performance on the
LLeQA dataset. This indicates the effectiveness of SyLeR. Despite
the differences in task types between the LLeQA dataset and the
Chinese dataset, SyLeR demonstrates exceptional performance on
the French legal task, proving its cross-lingual generalization capa-
bility. Moreover, even after omitting the tree-based retrieve module
and using BM25 for retrieval, our model still maintains excellent
performance. This suggests that SyLeR performs well not only in
complex tree-search retrieval tasks but also with simpler retrieval
strategies. Through the comparison with baseline methods, we can
see that although these baseline methods can provide some degree
of reasoning support, SyLeR’s multi-path reasoning enables it to
generate more precise and reliable reasoning when handling French
legal tasks.

4.6 Different LLM Backbone (RQ5)

In the main experiment, we used Qwen, an LLM with strong per-
formance on Chinese tasks, as the representative model. To further
test the performance of our method on other LLMs, in this section,
we replace the LLM backbone with Llama3 [1] (Llama3-8B-Instruct)
and compare SyLeR with standard RAG, methods for enhancing the
reasoning capabilities of LLMs based on prompting and fine-tuning
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Question

I have been in the company for three years, the company has not
helped me buy social security, now I quit, can I sue the company
to pay the social insurance premium for three years?

Nave SFT

You can ask the unit to pay back....

RAG-SFT

According to the regulations, If your company fails to pay your
social security contributions while you are working, you have the
right to ask your company to make back payments. ..
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CoT-SFT

Reasoning: According to relevant regulations, employers should
pay social insurance for employees. ..

Conclusion: If the company does not pay social security, the
workers ask for social security payment...

SyLeR

Major premise: According to Article 58 of the Social Insurance
Law of the People‘s Republic of China, the employer ... shall
pay or make up the time limit.

Minor premise: The user mentioned that ..., asking ...
Conclusion: ...you can complain or negotiate to solve; If the
consultation fails, it may apply for arbitration according to law...

Figure 5: An example of the responses from SyLeR and baselines.

in Layperson dataset. As shown in Figure 4, SyLeR still achieves
optimal performance, highlighting its effectiveness across differ-
ent LLM architectures. This result demonstrates that SyLeR is not
limited to a specific LLM, and it can be successfully applied to a
wide range of LLMs, including those with different underlying ar-
chitectures like Llama3. The consistent performance across models
further validates the robustness of SyLeR in enhancing reasoning
capabilities, irrespective of the LLM backbone. It also underscores
the importance of our explicit reasoning approach in improving
the model’s ability to handle complex legal tasks, even when the
backbone LLM may differ in structure.

4.7 Trustworthiness Verficiation (RQ6)

To explore the trustworthiness of the model’s responses, we con-
ducted a human evaluation in this section. We randomly selected
50 questions from the Layperson dataset and tested the follow-
ing models: SyLeR, Naive SFT, RAG-SFT, and CoT-SFT. We hired
three graduate students majoring in Chinese law to perform the
evaluation. After anonymizing the methods, we provided them
with multiple 4-tuples (question, retrieved document, true answer,
model’s response) and asked them to score each response from 1 to
5 on the following aspects, with 5 being the highest: 1) Correctness
(Correct): Does the model’s response fully address the key points
of the question and closely match the true answer? 2) Logicality
(Logic): Does the model’s response exhibit a clear and reasonable
reasoning process? 3) Explainability (Explain): Does the model’s
response reasonably apply the content of the retrieved document
to provide an explanation? 4) Trustworthiness (Trust): Does the
model’s response inspire enough trust, including the use of legal
knowledge and cases to demonstrate a high level of professionalism
and leave the user with a sense of trustworthiness? We averaged
the scores from the evaluators, and the results are shown in Table 5.
As can be seen, SyLeR achieved the best performance in all four
aspects, indicating that SyLeR not only provides accurate and rea-
sonable answers when handling legal questions but also excels in
the explainability of the reasoning process and the trustworthiness
of the legal knowledge. SyLeR more effectively combines the re-
trieved legal documents with the questions, demonstrating stronger
reasoning ability and professionalism.

Furthermore, Figure 5 shows an example of the model’s response.
As seen, SyLeR starts with the legal statutes and performs reason-
able legal reasoning in response to the user’s question, integrating
relevant legal knowledge to generate an answer. Through a clear
reasoning process and accurate citation of the legal statutes, SyLeR
not only provides an answer that aligns with legal logic but also
enhances the user’s trust in the response.

5 Conclusion

In this paper, we introduced SyLeR, a novel framework designed to
equip LLMs with the capability to perform explicit syllogistic legal
reasoning. By integrating a tree-structured hierarchical retrieval
mechanism, SyLeR effectively combines legal statutes and prece-
dent cases to construct comprehensive and logically connected
major premises. Through a two-stage fine-tuning process, SyLeR
progressively enhances the model’s reasoning capabilities. The
first stage, supervised warm-up, establishes a foundational under-
standing of syllogistic reasoning by training the model to generate
structured reasoning paths. The second stage leverages reinforce-
ment learning with a structure-aware reward mechanism to refine
the model’s outputs further. This mechanism not only encourages
the exploration of diverse reasoning paths but also ensures logical
consistency and strict adherence to the syllogistic reasoning for-
mat. Extensive experiments demonstrate that SyLeR consistently
improves response accuracy while delivering and trustworthy out-
puts across different user groups, languages, and LLM backbones.
Cross-domain evaluations further validate SyLeR’s adaptability and
robustness in diverse legal scenarios, highlighting its potential for
real-world legal applications.
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