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Abstract
Maintaining the long-term sustainability of recommender systems
(RS) is crucial. Traditional RS evaluation methods primarily focus
on the user’s immediate feedback (e.g., click), however, they often
overlook the long-term effect involved by the content creators.
In the real world, content creators can strategically create and
upload new items to the platform by analyzing users’ feedback and
preference trends. Although previous studies have attempted to
model creator behaviors, they often overlook that such behaviors
are under conditions of information asymmetry. This asymmetry
arises because creators mainly access the user feedback on the items
they produce, while the platform has access to the full spectrum of
feedback data. However, existing RS simulators often fail to consider
such a condition, making the long-term RS evaluation inaccurate.

To bridge this gap, we propose a Large Language Model (LLM)-
empowered creator simulation agent namedCreAgent. By utilizing
the belief mechanism from game theory and the fast-and-slow think-
ing framework, we can simulate the creator’s behaviors well under
information asymmetry. Furthermore, to enhance CreAgent’s sim-
ulation ability, we utilize Proximal Policy Optimization to fine-tune
CreAgent. Our credibility validation experiments demonstrate that
our simulation environment effectively aligns with the behaviors
of real-world platforms and creators, thereby enhancing the relia-
bility of long-term evaluations in RS. Furthermore, leveraging this
simulator, we can examine whether RS algorithms, such as fairness-
and diversity-aware methods, contribute to improving long-term
performance for different stakeholders.
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1 Introduction
Recently, improving the long-term sustainability ofmulti-stakeholder
recommendation platforms [1, 6], such as YouTube and TikTok, has
emerged as a critical concern [14, 42, 49]. Traditional evaluation
methods for recommender systems (RS) typically focus on metrics
that measure the prediction accuracy of immediate user responses
(e.g., clicks, purchases) [19, 65]. However, these short-term eval-
uations often fail to account for long-term effects (e.g., creator
retention rate [12], long-term user engagement [72]), leading to
potential risks for platform developments, such as the emergence
of filter bubbles [37].

Creator behaviors under information asymmetry.When
evaluating the long-term impact of RS, it is crucial to consider the
content creators [4, 6]. This is because (1) creators continuously
reshape the platform’s content ecosystem by uploading items over
time; and (2) RS can significantly influence creators’ behavior, which
in turn impacts the platform’s long-term development [2]. While
previous studies have attempted to model the interaction behavior
between creators and RS [10, 59, 70], they often overlook the fact
that such interaction behaviors are acutally under the condition
of information asymmetry [3, 40, 60]. This asymmetry arises
because creators typically have access only to feedback on the items
they produced, as restricted by platform policies [13], while the

201

https://doi.org/10.1145/3726302.3730026
https://doi.org/10.1145/3726302.3730026
https://doi.org/10.1145/3726302.3730026
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3726302.3730026&domain=pdf&date_stamp=2025-07-13


SIGIR ’25, July 13–18, 2025, Padua, Italy Xiaopeng Ye et al.

(c)

(b)

creator

Creation History

Next creation

users

partial user 
feedback

platform

Next Creation

User Interest Distribution

Receive Feedback

creatorfull user 
feedback

platform

Receive Feedback

creator

creator

creator

?

?

(a)

cl
ic
ks

Figure 1: (a) A platform where users favor movies, food, and
sports in decreasing order, with a creator who has created
sports and food items. Comparison of creator behavior under
two conditions: (b) limited information and (c) a hypothetical
scenario with full information.

platform has access to the full spectrum of feedback data. To better
illustrate this, we will provide an example as follows.

As shown in Figure 1 (a), we consider a platform with creators,
users, and three genres of items. On such a platform, we assume
that the majority of users prefer the genre of movies, followed by a
preference for food-related items and then sports-related items. In
a real-world scenario, the platform will only share user feedback on
items created by a specific creator directly with that creator. Under
such partial feedback, the creator that produced sports and food
item categories will be more likely to create the new food rather
than sports items. This is because the food receives more positive
feedback from users (as illustrated in Figure 1 (b)). However, if the
platform provided him with full user feedback information hypo-
thetically (as illustrated in Figure 1 (c)), the creator would likely opt
to create a movie item instead. Since the movie is welcomed by most
users in the platforms. Therefore, modeling the information asym-
metry is important for simulating the creator’s strategic behaviors.
It is also highlighted by existing mechanism design studies [3, 40].

Simulator for RS long-term evaluation. Although online
test [23] can effectively assess the performance of RS in envi-
ronments with creators, its high costs hinder the evaluation effi-
ciency [65]. Recognizing the need for cost-efficient solutions, recent
studies [16, 53, 67] have identified recommendation simulators as
an ideal approach for affordable long-term evaluation. However,
existing simulators [16, 46, 67] often focus exclusively on user be-
havior simulation, neglecting the impact of creators.

To achieve realistic creator behavior simulations under platform-
creator information asymmetry scenarios, we propose a Large Lan-
guage Model (LLM)-empowered creator agent, called CreAgent.
Inspired by the game theory [40], we employ a belief module to
reflect the limited information status of creators and utilize the
fast-and-slow thinking mechanism [20] to capture the thought
process under such information asymmetry. Moreover, to better
help CreAgent understand the limited user feedback information,
we utilize Proximal Policy Optimization (PPO) [43] to fine-tune

the CreAgent. Credibility validation experiments have confirmed
CreAgent’s ability to exhibit human-like strategic creator behaviors,
supported by insights from real-world data patterns and behavior
economics principles [9, 21].

Equipped with the CreAgent, we design a simulated platform
environment, which contains highly extensible recommendation
models and modified widely-used user agents RecAgent [53]. The
simulated platform environment is built using a large-scale dataset
that we collected through web crawling from the YouTube website.
Based on such a dataset, our experiments confirm that our proposed
CreAgent can well align with the behaviors of real content creators
under information asymmetry interaction patterns. Furthermore,
utilizing this simulation environment, we reassess various fairness-
and diversity-aware RS algorithms to analyze their long-term per-
formance for users, creators, and the platform separately.

Contributions. Our contribution can be summarized as follows:
(1)We emphasize the significance of considering creator strategic

behavior under platform-creator information asymmetry scenario
during the long-term evaluation of RS.

(2) We introduce CreAgent, an LLM-empowered agent that sim-
ulates real-world creator interactions, and an extensible simulation
platform for evaluating long-term RS performance with diverse
models and user agents.

(3) Extensive experiments demonstrated that our simulation
platform effectively replicates real-world RS, enabling a thorough
reassessment of the long-term performance of various RS models.

2 Related Work
Evaluation of RS. How to evaluate RS is a complex and essential
task, which can be divided into short-term and long-term evalua-
tion based on their objectives [65]. Most current studies focus on
the short-term objective using offline metrics [17, 18], relying on
pre-collected log data containing users’ explicit (e.g., ratings) or
implicit (e.g., click) feedback to compute metrics like prediction
accuracy [57] and ranking metrics [19]. Due to the inefficiency and
high cost of long-term online A/B test [23, 42], offline long-term
evaluation has gained significant attention in recent years, which
can be divided into two main categories: (1) use short-term met-
ric [14] or data [42] to predict long-term performance, (2) create an
RS simulator to replicate the real-world environment [16, 53, 67]
for evaluation. In this paper, we focus on the second type.

RS simulator for long-term evaluation. Most existing rec-
ommendation simulators (e.g., LLM-based simulator [53, 67], re-
inforcement learning (RL)-based simulator [16, 46]) focus on user
simulation while overlooking creators, making it difficult to cap-
ture the long-term dynamic of content platforms. Some data-driven
methods are proposed to conduct creator simulation. SimuLine [69]
applied heuristic methods to determine creators’ next creation in
news recommendation. Some works [32, 33] assumed that creators
will leave the platform if their user engagement falls below a certain
threshold. Other modeling methods used user positive feedback
(e.g., click) as the gradient to update the creation state [29, 63, 66].
However, these approaches failed to align with real creation be-
havior because: (1) they are unable to produce authentic content
(e.g., text), instead relying on embeddings to represent the con-
tent they create [69]; (2) they cannot capture the personalization
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of real-world creators; (3) they ignored human behavior patterns
under information asymmetry, such as risk aversion in prospect
theory [21] and bounded rationality [44].

Behaviors under information asymmetry. Creator behaviors
in information asymmetry conditions have been actively studied
and emphasized in the game theory literature [29, 60, 63]. They
typically assume that creators are totally rational, i.e., aiming to
maximize their utility, which often lacks personalization and differs
from real-world human behavior under risk (i.e., bounded ratio-
nal [44]). Rule-based [60] and heuristic method [29, 63] are applied
to model the strategic behavior. These studies mainly focus on
the competition among creators [29, 63] and the design of better
platform mechanisms[32, 40] to maximize user welfare.

3 Preliminaries
Simulation platform. In RS, we use P = {U,I, C,G,D, E,Y} to
denote the information known to the platform.U = {𝑢}, I = {𝑖},
C = {𝑐}, G = {𝑔} is the set of users, items, creators, and item genres.
Each item 𝑖 ∈ I𝑔 in RS belongs to a genre 𝑔 ∈ G. An item 𝑖 created
by creator 𝑐 denotes as 𝑖 ∈ I𝑐 . E, Y is the user-item exposure matrix
and interaction matrix.

At each time period 𝑡 ∈ [1, 2, · · · ,𝑇 ], some users U𝑛 will visit
the RS, and some active creators C𝑡 will create items. Each created
item 𝑖 will be added to the item pool I of RS. The items created
in time period 𝑡 are denoted as 𝑖 ∈ I𝑡 . For each user 𝑢, the RS
generates a list of 𝐾 recommended items chosen from I. Each user
𝑢 can choose to click or skip these items. Then, the RS records the
click and exposure interaction in Y(𝑡) and E(𝑡), which denotes the
exposure matrix and interaction matrix of time period 𝑡 . Specifically,
Y𝑢,𝑖 (𝑡) = 1 if user 𝑢 clicks item 𝑖 at time period 𝑡 and 0 otherwise,
E𝑢,𝑖 (𝑡) = 1 if item 𝑖 is exposed to user 𝑢 at time period 𝑡 and 0
otherwise. Also, RS will save the interaction record

(
𝑢, 𝑖,Y𝑢,𝑖 (𝑡)

)
into the interaction record D. For every 𝑇train period, the RS will
be re-trained using interactions in D.

At the beginning of our simulation, we utilize the real-world
RS dataset P0 = {U0,I0, C0,G0,D0} to initialize the simula-
tion environment, including the profile and initial memory/belief
of users and creator agents. The initial RS is trained using the
real-world interactions D0. During simulation, we use the first
𝑡 ∈ [1, 2, · · · ,𝑇0−1] time periods to initialize a stable RS simulation
environment that reflects the real-world platform. Then, the sub-
sequent 𝑡 ∈ [𝑇0, · · · ,𝑇 ] periods are used to evaluate the long-term
impact of different RS models.

Information asymmetry. In real-world platforms, such as
YouTube, the platform can access comprehensive user behavior
data (e.g., watch time, click/like history), policies [48] and incen-
tives [40], which is not disclosed to creators. Meanwhile, creators
can only infer whether their content aligns with user preferences by
analyzing feedback (e.g., comments, likes, and other interactions)
on their created items and then adjust their creation strategies ac-
cordingly. Thus, significant information asymmetry exists in the
platforms, as highlighted by previous studies [29, 40, 63].

In this paper, we denote the platform-possessed information as
P, whereas each creator 𝑐 has access to a subset of this information,
denoted as P𝑐 = {I𝑐 , E⊤𝑖 ,Y

⊤
𝑖

| 𝑖 ∈ I𝑐 },∀𝑐 ∈ C. Since P𝑐 ⊂ P,

this disparity indicates an information asymmetry between the
platform and the creators.

Organization of the paper. To evaluate the long-term impact
of RS under the platform-creator information asymmetry environ-
ment, we propose a simulation platform with creator behavior
modeling. The overview of the simulation platform is illustrated in
Figure 2. The simulation platform can be decoupled into the LLM-
empowered creator agent CreAgent (see Section 4 and Figure 2 (a))
and the platform environment (see Section 5 and Figure 2 (b)).
Afterwards, we conduct experiments to demonstrate the credibility
of our proposed CreAgent (see Section 6). Finally, we use CreAgent
and the simulation platform to assess the long-term impact of RS
models on diverse stakeholders (see Section 7).

4 CreAgent
In this section, we leverage the human-like analyzing, generation
capabilities, and world knowledge [50] of LLMs to simulate real-
world strategic behavior of creators under information asymmetry
scenarios. As demonstrated in Figure 2 (a), CreAgent consists of
four modules: the profile and memory module, the game-theory-
inspired belief module, and the creation module integrating fast-
and-slow thinking [20]. Finally, we utilize PPO-based fine-tuning
to enhance CreAgent’s analytical and creative capabilities under
limited information.

4.1 Profile Module Design
In this module, we initialize CreAgent’s profile using a pre-collected
real-world dataset, crucial for aligning agent behavior with real
human actions. CreAgent’s profile comprises three elements: social
identity, intrinsic motivation, and creation activity.

Social identity. Content creation, as a form of social behavior,
is driven by not only economic interests but also social identity,
a factor often overlooked in behavior modeling [61, 62, 66]. To
bridge this gap, we employ LLM to identify creators’ social identities
by analyzing their creation history I0

𝑐 and basic information. For
example, a creator who enjoys producing lifestyle content might be
identified as a “lifestyle advocate”, while one who frequently creates
gaming content could be summarized as a “gaming enthusiast”. We
represent this social identity as 𝑃𝑠𝑐 , whose format is in text.

Intrinsic motivation. Established studies [5, 15] show that
intrinsic motivation is a key factor that affects creators’ creation
behavior, yet this motivation varies from person to person. For
example, while some creators frequently produce content to obtain
more revenue, others create simply to share their lives without
high-profit expectations. We use LLM to help us summarize each
creator’s intrinsic motivation 𝑃𝑚𝑐 from their creation history I0

𝑐

and frequency as one part of their profiles.
Creation activity. In addition to the above two economic charac-

teristics, creation activity (i.e., the frequency of a creator’s creation)
is also an important trait of the creator. We use the collected dataset
I0
𝑐 to initialize the inherent activity level 𝑝𝑎𝑐 for each creator 𝑐 ,
defined as the average number of items created per day by that
creator. To normalize creation frequency across creators, we define
the probability that creator 𝑐 generates content in each period as
𝑝𝑎𝑐 /𝜂, where 𝜂 = max{𝑝𝑎} denotes the highest activity level among
all creators.
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Figure 2: The overall workflow of our simulation platform. (a) CreAgent, initialized with the real-world YouTube dataset,
employs a belief mechanism combined with fast-and-slow thinking to create the next item strategically based on platform-
provided user feedback. (b) Platform environment, which consists of an extensible two-stage recommender system andmodified
widely-used user agents, collects item feedback from users and sends it to CreAgent.

4.2 Memory Module Design
Considering the two key pieces of information that creators pri-
oritize and store in reality, we build two memories for CreAgent:
feedback memory and creation memory.

Feedback memory. Different from user agent memory mod-
eling [53], the user feedback received by each creator is usually
recorded and maintained by the platform over a considerable pe-
riod [26]. At the end of each time period 𝑡 , the feedback memory
Mfeed
𝑐 of creator 𝑐 will be updated based on the user feedback

received for the creator’s historical items I𝑐 :

Mfeed
𝑐 = Mfeed

𝑐 ∪
{ ∑︁
𝑢∈U𝑡

E𝑢,𝑖 (𝑡),
∑︁
𝑢∈U𝑡

Y𝑢,𝑖 (𝑡) | 𝑖 ∈ I𝑐

}
. (1)

After storing user feedback inmemoryMfeed
𝑐 at each time period

𝑡 , a refinement process is applied to compute the utility of each
created item. Specifically, the utility is calculated based on the time-
averaged exposure and click counts for each item 𝑖 ∈ I𝑐 up to the
current period 𝑡 .

z𝑖 (𝑡 ) =
1
𝜃

𝛽
𝑡∑︁

𝑛=𝑡 (𝑖 )

∑︁
𝑢∈U𝑘

E𝑢,𝑖 (𝑛) + (1 − 𝛽 )
𝑡∑︁

𝑛=𝑡 (𝑖 )

∑︁
𝑢∈U𝑘

Y𝑢,𝑖 (𝑛)
 , (2)

where 𝜃 = 1
𝑡−𝑡 (𝑖 )+1 and 𝑡 (𝑖) is the creation time period of item

𝑖 ∈ I𝑐 , 𝛽 is the hyperparameter that controls the importance of
exposure for the creator. This utility can be configured by adjusting
𝛽 according to specific scenarios, either as exposure-based [39, 59]
or click-based [63]. The utility z will be used as input for both the

belief module (Section 4.3) and the creation module (Section 4.4) to
help CreAgent make future creation decisions.

Creation memory. The creation memoryMcre
𝑐 stores the his-

torical creation item information of the creator agent 𝑐 . To better re-
flect the human time-fading memory mechanism, we draw on prior
studies and incorporate a power function forgetting rate [53]. Before
each creation, creators will retrieve the most relevant and recent
creation experience from the creation memory. After each creation
at time period 𝑡 , the content of the newly created item will be stored
in the creator’s creation memory:Mcre

𝑐 = Mcre
𝑐 ∪ {𝑖 | 𝑖 ∈ I𝑐 ∩I𝑛}.

Then, the creation memory Mcre
𝑐 will be used to update the skill

belief (Section 4.3) and as the input of fast thinker (Section 4.4) for
future creation.

4.3 Belief Module Design
Under information asymmetry conditions, creators usually do not
have exact information about other stakeholders (e.g., user prefer-
ences and item genres), and their creation behavior is often driven
by their limited information expectations about it (i.e., beliefs). In
this module, inspired by game theory [40], we incorporate a belief
mechanism to model the limited information setting and guide the
strategic content creation of CreAgent. The beliefs of CreAgent
are typically formed based on previous information provided by
the platform and are updated over time and with the acquisition
of new information. Specifically, the strategic creation behavior of
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CreAgent is mainly driven by two types of beliefs: skill belief and
audience belief.

Skill belief. Under limited information, creators have incom-
plete knowledge of item genres. They will gradually acquire more
genre information and improve their creation proficiency in those
genres during the creative process. The skill belief represents the
creator’s confidence in their ability to create each genre of items,
which is defined as the percentage of their content created in each
genre. At the start of each time period 𝑡 , the skill belief of creator 𝑐
for genre 𝑔 will be updated based on the creation memory Mcre

𝑐 :

Bskill𝑐,𝑔 (𝑡) =
|I𝑔 ∩ I𝑐 |

|I𝑐 |
, ∀𝑔 ∈ G,I𝑔,I𝑐 ⊂ Mcre

𝑐 . (3)

Due to some creators being more adept at producing certain types
of content than others (e.g., due to specific talent, interests, and fa-
cilities), we initialize the skill belief Bskill𝑐 (1) using the pre-collected
dataset I0

𝑐 .
Audience belief. The audience belief represents the creator’s

internal understanding and expectation of user preferences in each
genre. At the start of each time period 𝑡 , the audience belief of
creator 𝑐 in genre 𝑔 will be updated based on the user feedback
stored in the feedback memory Mfeed

𝑐 :

Baud𝑐,𝑔 (𝑡) =
∑
𝑖∈I𝑔∩I𝑐 z𝑖 (𝑡)
|I𝑔 ∩ I𝑐 |

, ∀𝑖 ∈ I𝑐 . (4)

Similarly to the skill belief, we initialize the audience belief Baud𝑐 (1)
using the real-world creator’s history items I0

𝑐 .

4.4 Creation Module Design
In this module, we apply the fast-and-slow thinking mechanism [20,
28, 64] to equip our creator agents with human-like analysis and cre-
ation abilities. The thought process is composed of two phases [20]:
slow thinking for strategic planning and analysis, and fast thinking
for rapid content generation based on experience and instinct.

Slow thinker. During each creation, user feedback on the most
recently created item directly affects the creator’s judgment on
whether to continue with the current creative strategy or change
it. At the start of each time period 𝑡 , creator 𝑐 ∈ C𝑡 gets three key
factors that affect his creation strategy as inputs: (1) the utility of
the most recently created item 𝑖 , i.e.,z𝑖 (𝑡) , (2) the skill belief Bskill𝑐

and audience belief Baud𝑐 , and (3) the social identity 𝑃𝑠𝑐 and intrinsic
motivation 𝑃𝑚𝑐 . Then, these inputs are then fed into the LLM via
the designed Chain-of-Thought [56] prompt 𝑃1 for slow thinking:

Aexp
𝑐 (𝑡) = LLM

[
𝑃1

(
𝑔(𝑖), z𝑖 (𝑡),Baud𝑐 (𝑡),Bskill𝑐 (𝑡), 𝑃𝑠𝑐 , 𝑃𝑚𝑐

)]
, (5)

where 𝑖 = ℎ(I𝑐 ) represent the most recent item created by creator
𝑐 , where ℎ(·) fetches the new item within (·), and 𝑔(𝑖) denotes the
genre of item 𝑖 . Aexp

𝑐 (𝑡) is the text-based explore/exploit action
taken by the creator agent 𝑐 at time period 𝑡 . Specifically, CreAgent
will choose whether to continue creating within the current genre
𝑔(𝑖) or to explore another genre I/{𝑔(𝑖)}.

Fast thinker. After generating analytical results, the creator
agent will produce content based on these findings. The content is
primarily divided into four sections: item title, item genre, item tags,
and item description. Before creating content, the creator agent
will retrieve the creation experience 𝑓 (Mcre

𝑐 ) from the creation

memoryMcre
𝑐 based on the action Aexp

𝑐 (𝑡), to assist the fast thinker
in the creation process.

Acont
𝑐 (𝑡) = LLM

[
𝑃2

(
𝑓

(
Mcre
𝑐 ,Aexp

𝑐 (𝑡)
)
, 𝑃𝑠𝑐 , 𝑃

𝑚
𝑐

)]
, (6)

where 𝑃2 is the designed prompt for fast thinking. 𝑓 (·1, ·2) is the
retrieval function which retrieves the most recent creation memory
of genre (·2) from memory bank (·1). Intuitively, CreAgent gen-
erates the content of the next item, Acont

𝑐 (𝑡)—including the title,
genre, tags, and description—based on its creation memory and
creator profile.

4.5 Fine-tuning to Enhance Creative Ability
In this section, we use the Proximal Policy Optimization (PPO) al-
gorithm [43] to fine-tune CreAgent. By simulating the real-world
creation cycle of creating, receiving rewards, analyzing, and cre-
ating again, we aim to: (1) improve CreAgent’s understanding of
creators’ limited information status and user feedback; (2) enhance
CreAgent’s analytical and creative capabilities.

Reward modeling. In real platform scenarios, creators receive
user feedback on their created items from the platform and ben-
efit from it, which also helps them adjust their existing creation
strategies. In this paper, we utilize the PPO algorithm and treat
the the platform environment (Section 5) as the reward model, to
replicate the process through which creators learn their creative
strategies in the real world. For each created item 𝑖 ∈ I𝑐 , the reward
is the weighted utility until the current time period 𝑡 , i.e., 𝜆z𝑖 (𝑡),
where 𝜆 is a constant coefficient used to ensure training stability
by preventing the reward from being too large or too small.

Replay buffer. In real-world scenarios, user feedback is often
not collected immediately but takes some time to accumulate. After
the creation of item 𝑖 at time period 𝑡 = 𝑡 (𝑖), we first store the state
𝑠𝑐𝑛 = (Bskill𝑐,𝑔 (𝑡),Baud𝑐,𝑔 (𝑡))) and action 𝑎𝑐𝑡 = (Aexp

𝑐 (𝑡),Acont
𝑐 (𝑡)) in the

log. After accumulating 𝑇𝑟 periods until period 𝑡 +𝑇𝑟 , we save the
reward 𝑟𝑐𝑛 = 𝜆z𝑖 (𝑡 +𝑇𝑟 ), along with the corresponding state 𝑠𝑐𝑛 , and
action 𝑎𝑐𝑡 , into the replay buffer as a tuple (𝑠𝑐𝑡 , 𝑎𝑐𝑡 , 𝑟𝑐𝑡 ). For every
𝑇𝑢 period, we update the policy by sampling 𝑀 records from the
replay buffer.

PPO Fine-tuning. To avoid the LLM policy 𝜋𝜃 with parameter
𝜃 deviating from the initial reference policy 𝜋𝜃init too far, we fol-
low [38] and introduce the KL-divergence penalty into the current
reward function. Therefore, the policy optimization formula is:

L𝑃𝑃𝑂 = E
[
𝜆z𝑖 (𝑡) − 𝛽𝐾𝐿

(
𝜋𝜃init , 𝜋𝜃

) ]
, (7)

where 𝜆 is the hyper-parameter that prevents the final reward z𝑖 (𝑡)
from becoming excessively large to ensure stable fine-tuning.

5 Platform Environment
In this section, we introduce a simulated platform environment
that mirrors the one creators engage with. This environment is
primarily for receiving items uploaded by creators and providing
them with user feedback. As illustrated in Figure 2 (b), the platform
environment is mainly divided into the RS and user agents.

Recommender system modeling. The RS of the simulation
platform primarily focuses on extensibility. As shown in Figure 2,
it encompasses a dynamic item set that allows items to be added
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freely, a user set, a two-stage recommendation process that in-
cludes ranking and re-ranking, and a feedback log to store user
feedback. We discuss two aspects of environment construction that
resonate with real-world RS, including two-stage ranking and item-
by-item recommendation. • Two-stage ranking. In real industrial
scenarios, recommendation lists are often generated through a
multi-stage ranking process [30]. We also consider this situation by
allowing both the ranking and re-ranking algorithms to be flexibly
replaced according to specific requirements. Through this design,
the platform can flexibly adjust and evaluate different recommen-
dation strategies, whether by applying only the ranking model (e.g.,
BPR [41]) or by considering long-term objectives (e.g., fairness [54]
and diversity [25]) in the re-ranking stage. • Item-by-item rec-
ommendation. After generating the recommendation list, RS will
recommend items to users on an item-by-item basis. This scenario
is currently widely used in online recommendation platforms such
as YouTube [47] and TikTok.

User agents. Our simulation platform is compatible with any
reasonable user simulator for RS [46, 53, 67]. In the experiment
presented in this paper, we employ the widely used LLM-based
user simulator, RecAgent [53], as our user agent. By integrating
sensory, short-term, and long-term memory, RecAgent effectively
simulates the human memory mechanism, capturing both short-
term and long-term user interests. Also, to better reflect users’ long-
term behavior, we make some targeted changes. For the profile, we
summarize a targeted social identity for each user by LLM based
on their interaction and comment history. The user’s long-term
interests and activity levels are also derived from pre-collected real-
world dataset U0. After being recommended, the user agent can
take three actions: click the item, skip the item, or exit the RS. For
details on the alignment evaluation of the user agent, please refer
to the GitHub repository1.

6 Creator Credibility Evaluation
In this section, we conduct experiments to verify the effectiveness
of CreAgent in long-term simulation by addressing the following
research questions:
RQ1: Can CreAgent well align with the real-world creator patterns?
RQ2: Can CreAgent well simulate the creation behavior under
information asymmetry conditions in the real world?
RQ3: What is the computational cost of our simulation platform?
CreAgent and the simulation platform are available at GitHub1.

6.1 Experimental Setups
Real-world dataset collection. We initiate a focused data col-
lection effort to tackle the lack of recommendation datasets that
include detailed information about content creators and their items.
We leverage the YouTube Data API to collect item information and
comment data from channels in YouTube [47], the world’s leading
content platform, known for its diverse and influential content
creators. This choice is strategic to ensure our simulation closely
mirrors the real-world platform. Specific details of the dataset are
provided in the GitHub repository1.

Simulation setups.We utilize two A6000 GPUs for simulations,
setting the number of user agents |U| = 100 and creator agents
1https://github.com/shawnye2000/CreAgent.git

(a) Creation genre distribution

(b) Creation diversity (c) Creation activity

Figure 3: Comparison between the creation genre prefer-
ence, diversity, and activity of the ground-truth and agent-
simulated result.

|C| = 50, with a total of 𝑇 = 100 simulation periods. All agents are
powered by the Llama3-8B [52], updated and executed in parallel
using multi-threading. The recommendation list length 𝐾 = 5. The
RS model is trained on the real-world dataset D0 and retrained
every 𝑇train = 5 period using all interaction data D0 ∪ D to reflect
the periodic update of real-world RS. This section uses the Deep
Interest Network (DIN) [71] as the base RS model for the credibil-
ity evaluation. To better align with real-world content platform
scenarios [27, 68] and help to cold-start new items, we consider
the timeliness of item recommendation by removing excessively
outdated items from the item pool.

Baselines. We select several classic creator behavior simula-
tion baselines, where the baseline methods determine the genre
of the next created item during each time period. Creator Feature
Dynamics (CFD) [29, 66]: creators adjust their creation strategy
using user feedback as the gradient, scaled by a learning rate. Local
Better Response (LBR) [63]: creators generate a random direction
and evaluate its utility (impact on user feedback). If beneficial, they
update their strategy incrementally; otherwise, they maintain the
current strategy. SimuLine [69]: creators’ next creation is deter-
mined through probabilistic sampling based on the number of likes
from previous periods.

6.2 RQ1: Real-world Dataset Alignment
We first assess the alignment between simulated and real-world
creator patterns across preferences, diversity, and activity. Then, an
ablation study highlights the contribution of key modules. Content-
level alignment results are available on GitHub1 due to space limits.

6.2.1 Creation Preference Alignment. On real platforms, cre-
ators exhibit diverse preferences that influence their content cre-
ation. To faithfully replicate this in simulation, we first ensure that
the simulated preference distribution aligns with that observed in
real-world data.

As shown in Figure 3 (a), we plot the creation genre distribution
of the YouTube dataset (i.e., the light blue bar) and our simulation
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Table 1: Comparison of the divergence between the simu-
lated and real-world distributions using Jensen-Shannon di-
vergence [31], with genre-level for preference evaluation and
individual-level for diversity.

Creator Modeling Method Preference Diversity

Creator Feature Dynamics [29, 66] 0.2537 0.7204
Local Better Response [63] 0.2833 0.6284
SimuLine [69] 0.3175 0.6949
CreAgent (w/o Audience Belief) 0.2671 0.6159
CreAgent (w/o Skill Belief) 0.2928 0.5532
CreAgent (w/o Fast-Slow Thinker) 0.1728 0.5638
CreAgent 0.1667 0.3014

(i.e., the deep blue bar). Specifically, the x-axis represents item gen-
res, and the y-axis is the proportion of creation times all CreAgents
created in each genre during the first 10 environment initialization
periods. From the comparison, we observe that our creator agents
ultimately achieved a genre distribution comparable to the real-
world dataset, effectively replicating a similar content ecosystem.
Additionally, we notice some differences in certain categories (e.g.,
CreAgents show a stronger preference for genre 7 and less for genre
6 compared to real creators), which we attribute to the influence
of the LLM’s pre-trained knowledge. Table 1 demonstrates that
CreAgent exhibits greater consistency with the dataset’s preference
distribution compared to the baselines.

6.2.2 Creation Diversity Alignment. Creation diversity varies
among creators: some specialize in a single category, while others
engage across multiple ones. Figure 3 (b) presents a histogram
of the creation diversity for creators on the simulated platform
and those in the YouTube dataset. We use the entropy of genre
frequencies to represent each creator’s diversity (the x-axis). The
solid lines in the figure represent the Kernel density estimation
(KDE) curves [55]. We observe that CreAgent effectively replicate
the diversity distribution observed in the YouTube dataset: most
creators stick to a single genre, while a few actively explore different
genres (the y-axis is on a log scale). The superiority compared to
the baseline is demonstrated in Table 1.

6.2.3 Creation Activity Alignment. To reflect real-world varia-
tion in creator activity, we assess how well CreAgent aligns with
observed creation frequencies. Figure 3(c) visualizes the distribution
at the individual level. The deep blue dashed line represents the
average creation count per month for 643 creators in the YouTube
dataset (in decreasing order), while the light blue area represents
the corresponding CreAgent’s total creation times under 100 pe-
riods’ simulation. Since we sample 50 creators per simulation, we
conduct 20 experiments to count the average creation times of all
643 creators. We can observe that the simulation results are very
consistent with the actual distribution of creation counts, both
exhibiting a long-tail distribution (the y-axis is on a log scale).

6.2.4 Ablation Study. We conduct an ablation study to inves-
tigate the impact of several key modules of CreAgent on creator
behavior simulation and alignment (i.e., audience/skill belief, fast-
slow thinker), as shown in Table 1. We find that both audience belief

and skill belief have a significant impact on preference alignment,
as they contain information about real creators. Regarding diversity
alignment, removing any of these three components greatly affects
the results, proving that CreAgent requires all of them to achieve
alignment with real-world creative diversity.

6.3 RQ2: Interaction Behavior Alignment
Under information asymmetry, the long-term interaction behaviors
of creators with the platform (i.e., creation behavior) follow certain
patterns, which is supported by renowned behavioral economics
theory [35]. To evaluate such interaction behavior of CreAgent,
we selected the two most fundamental theories from behavioral
economics: bounded rational [9, 44] and prospect theory [21].

SimuLine

Figure 4: Accumulated reward of creator agents over time
periods, normalized by random creation strategy [45].

6.3.1 Bounded Rationality. Established behavioral economic
studies [9, 44] have revealed that individuals may not always be
fully rational when making decisions. Their choices can be influenced
by limited information, leading to suboptimal decisions.

Figure 4 shows the normalized cumulative rewards [45] of CreAgent
under full and partial information scenarios compared with other
baselines. Full information refers to providing CreAgent with ex-
tra information regarding the distribution of user preferences in
each genre. We can observe that CreAgent under full information
achieves a higher reward than CreAgent under partial information,
suggesting that CreAgent under limited information cannot always
make fully rational decisions to maximize its reward. Limited in-
formation leads CreAgent to make suboptimal choices, which is
consistent with human behavior under limited information [9].
Additionally, when comparing CreAgent with the baselines, our
approach demonstrates a higher accumulated reward, which indi-
cates that CreAgent leverages human-like analyzing and creation
abilities of LLM, exhibiting stronger decision-making and creative
capabilities under limited information conditions.

6.3.2 Prospect Theory. With only limited information available,
the user feedback of creators’ creation action is uncertain and at
risk, presenting them with the dilemma of exploration/exploitation.
They can either continue creating content they are familiar with
(i.e., exploitation) or try unfamiliar fields (i.e., exploration). The
well-known behavior economic study Prospect Theory [21, 22] sug-
gests that: individuals often exhibit asymmetric behavior in decision-
making under uncertainty, where they are more sensitive to losses
than to equivalent gains, leading to risk-avoiding in high-reward
situations and risk-embracing in low-reward situations.

As reported in Figure 5, we plot the creator agent’s next action
proportion at different reward levels on the last created item. In
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(c) SimuLine

=

(a) CFD (b) LBR

(e) CreAgent (ours)(d) Random

exploitation ratio

exploration ratio

Figure 5: Agent’s next action proportion under different re-
ward levels, with VL, L, M, H, and VH for very low, low,
medium, high, and very high, respectively. The exploitation
ratio of a higher reward level can be higher ↑, equal =, or
lower ↓ to that of a lower reward level.

Figure 5(e), when CreAgents under limited information receive
a relatively low reward for their previous creation, their creation
strategies are more aggressive (i.e., exploration action is nearly 40%).
Conversely, if they receive a high reward, they tend to stick to their
existing content strategy to avoid risk, as evidenced by increased
exploitation proportion from low to high rewards. For compari-
son, as shown in Figure 5 (a-d), traditional simulation baselines
cannot align with such prospect theory principles, showing a non-
monotonic trend in exploration-exploitation ratio as the previous
creation reward gradually increases.

6.4 RQ3: Computaional Costs
Though currently limited to small-scale simulations, we discuss
computational complexity and costs to show that our simulator can
support large-scale simulations with sufficient resources. As shown
in Figure 6 (a), as the number of simulated CreAgents increases, the
time cost per period does not rise to an unacceptable level. Even
with 1000 agents, the time cost per period stays under 15 minutes,
offering a significant computational cost advantage over online A/B
testing, which usually takes weeks or months for long-term evalua-
tions. Moreover, we observe that the average computational cost
per agent decreases as the number of agents increases. Additionally,
Figure 6 (b) shows that increasing the number of CPU workers can
further reduce the time costs through multi-threaded parallelism,
enabling large-scale simulations.

(a) Time cost w.r.t. agent number (b) Time cost w.r.t. num worker

Figure 6: (a) Time cost per agent and time cost per period
w.r.t. the number of simulated agents; (b) Total simulation
time for 100 periods w.r.t. the number of CPU workers.

7 Long-term Effect Evaluation
In this section, we use CreAgent and the simulation platform to
assess the long-term effect of RS on different stakeholders. Our
evaluation focuses on three key long-term objectives that the multi-
stakeholder content platform concerns [11, 53, 59]: Can different
RS models (1) improve user engagement (RQ4), (2) protect content
creators (RQ5), and (3) enrich content (RQ6) in the long run?

7.1 Experimental Setups
Evaluation setups. The experimental setup in this section is iden-
tical to Section 6. Note that the first 𝑇0 − 1 = 9 periods are for
environment initialization, followed by 90 evaluation periods start-
ing at 𝑇0 = 10. In this paper, we consider the practical issue of
creator retention, assuming a creator leaves if no clicks are received
after 5 consecutive creations [32, 59].
RS model selection. In this paper, we mainly focus on evaluat-
ing three types of RS models. (1) Basic ranking models: Random,
most popular (Pop), MF [24], BPR [41], DIN [71]; (2) Diversity-
aware models: MMR [7], APDR [51]; (3) Provider (creator) fairness-
aware models: P-MMF [59], FairRec [39], CPFair [36], TFROM [58],
FairCo [34]. For MF and BPR, we use the user and item IDs as input
features. For DIN, we incorporate the embedding of the generated
textual content, along with the creator ID, genre ID, and the user’s
historical interaction sequence.

Table 2: Rankings model evaluations, with five runs per
model using various seeds, display mean and standard devia-
tion with larger and smaller numbers, respectively.

Models User Welfare Creator Retention Content Diversity

Random 6220±159.8 0.900±0.000 2.221±0.045
Pop 6167±647.0 0.500±0.028 2.146±0.095
MF 9322±104.7 0.710±0.014 2.190±0.035
BPR 8554±353.4 0.620±0.000 2.223±0.101
DIN 11289±1353 0.627±0.012 1.872±0.145

Table 3: Evaluation of fairness- and diversity-aware models
with DIN as the base model. Setups are same as Table 2.

Models User Welfare Creator Retention Content Diversity

Base 11289±1353 0.627±0.012 1.872±0.145
Diversity-aware

+MMR 11059±114.6 0.680±0.028 2.017±0.008
+APDR 13489±215.7 0.720±0.057 1.974±0.185

Fairness-aware

+FairRec 14108±530.1 0.840±0.028 1.918±0.133
+FairCo 12749±1955 0.960±0.000 2.246±0.018
+TFROM 11089±326.7 0.920±0.028 2.144±0.048
+P-MMF 13865±225.6 1.000±0.000 2.228±0.020
+CPFair 14506±605.3 0.940±0.028 2.186±0.002

7.2 RQ4: User Engagement
Motivation. Long-term user engagement has always been one of
the key goals pursued by the platform [2, 11]. We present the Total
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(b) Long-term genre diversity(a) Remaining creator proportion

Figure 7: Changes in (a) remaining creators and (b) content
diversity over time under different re-ranking models.

User Welfare (TUW) metric for evaluation, which is defined as the
cumulative user click number:

Total User Welfare =
𝑇∑︁
𝑡=𝑇0

∑︁
𝑢∈U𝑡

∑︁
𝑖∈I𝑡

Y𝑢,𝑖 (𝑡) . (8)

Results. Table 2 shows the long-term user engagement for various
ranking models. Naive strategies like Random and Pop perform
poorly in this context. ID-based models like MF and BPR show
moderate improvements but still struggle to fully capture user
interests. In contrast, feature-based models such as DIN more effec-
tively model long-term user preferences, resulting in significantly
improved user engagement.

Table 3 indicates that diversity- and fairness-aware models also
maintain strong long-term user engagement. For instance, MMR
reduces engagement by only 2.03%, and TFROM by 1.77% compared
to the base model. Notably, some fairness-aware models like CPFair
even significantly boost engagement, achieving a 28.50% increase.
This phenomenon can be attributed to the exploration of users’
latent interests. Unlike short-sighted strategies (e.g., Pop) tend to
overemphasize users’ current preferences while overlooking their
latent interests, these models are more effective in uncovering these
potential interests, thereby enhancing long-term engagement.

7.3 RQ5: Creator Protection
Motivation. Creator protection is crucial for platform growth and
user attraction [2]. However, short-sighted recommendation strate-
gies may prevent niche creators from gaining enough exposure,
potentially leading to their departure from the platform [14, 58, 59]
and reduce content diversity. To assess the protection of creators of
different recommendation models (RQ5), we propose the Creator
Retention Rate (CRR) metric, which is defined as the alive creator
(i.e., creators who have not yet left) number in the 𝑇 -th period
divided by the alive creator number in the 𝑇0-th period.
Result. Table 2 and Table 3 show the creator protection perfor-
mance of different RS models. Aside from the random strategy’s
high CRR (which gives equal exposure to each item), other strate-
gies have low CRR (below 0.8), suggesting a loss of over 20% of
initial creators after 100 simulation periods.

Figure 7 (a) illustrates the remaining creator proportion as the
simulation progresses. The base model (DIN) experiences a rapid de-
cline in creators, whereas diversity-aware and fairness-aware algo-
rithms significantly slow this departure. Notably, different fairness

algorithms achieve varying degrees of creator protection. For in-
stance, P-MMF [59], designed to boost exposure for worst-exposed
creators, retains all creators by the 100th time period, thus effec-
tively safeguarding the platform’s creator ecosystem.

7.4 RQ6: Content Enrichment
Motivation. The enrichment of content is a critical issue for online
platforms. Myopic strategies may lead to falling into a filter bubble
effect [37, 53], causing decreased user experience, creator exposure
unfairness [54], and insufficient exploration of user interests [8]. To
measure the level of content enrichment, we follow [53] and define
Content Genre Diversity (CGD) as the average genre entropy of
items received by each user. It can be defined as follows:

Content Diverisity = − 1∑𝑇
𝑡=𝑇0

|U𝑡 |

𝑇∑︁
𝑡=𝑇0

∑︁
𝑢∈U𝑡

∑︁
𝑔∈G

𝑝𝑢,𝑔 log
(
𝑝𝑢,𝑔

)
,

(9)

where 𝑝𝑢,𝑔 =

∑𝑇
𝑡=𝑇0

∑
𝑢∈U𝑡

∑
𝑖∈I𝑔 E𝑢,𝑖 (𝑡 )∑𝑇

𝑡=𝑇0
∑

𝑢∈U𝑡
∑

𝑖 E𝑢,𝑖 (𝑡 )
is the frequency of genre 𝑔

recommended to user 𝑢. A higher CGD value indicates greater con-
tent enrichment and a milder filter bubble effect.
Results. As reported in Table 2, despite the high long-term user en-
gagement DIN achieves (mentioned in Section 7.2), it goes through a
pronounced filter bubble effect, with a CGD value 15.8% lower than
BPR. We attribute this to its reliance on genre and creator features,
which leads to greedy recommendations on the known interests of
users. We also examine the long-term impacts of diversity-aware
and fairness-aware models on enriching the content, as illustrated
in Figure 7 (b) and Table 3. Compared with the base model whose
genre diversity (CGD) declines over time, diversity-aware strate-
gies alleviate this, and fairness-aware strategies notably increase
recommendation diversity, as evidenced by FairCo maintaining a
consistently high enrichment over time.

8 Conclusion and Future Work
In this paper, we propose an LLM-empowered creator simulator to
enhance the long-term evaluation of RS under information asym-
metry scenarios. Extensive experiments demonstrate CreAgent’s
effectiveness in aligning with real-world creator behavior and pro-
viding valuable insights into the long-term effects of various RS
models in the multi-stakeholder environment.

Due to the complexity and randomness of real-world content
creation behavior, our system is built upon several simplified as-
sumptions, which are often inevitable in simulation-based studies.
The main assumptions include: (1) creators adjust their new content
creation mainly based on user feedback received on their previously
created items; (2) creators can only produce text-based items. We
leave the relaxation of these assumptions to future work, aiming to
bridge the gap between simulations and real-world dynamics.
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