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Abstract

Sequential recommendation is essential in modern recommender
systems, aiming to predict the next item a user may interact with
based on their historical behaviors. However, real-world scenarios
are often dynamic and subject to shifts in user interests. Conven-
tional sequential recommendation models are typically trained on
static historical data, limiting their ability to adapt to such shifts
and resulting in significant performance degradation during testing.
Recently, Test-Time Training (TTT) has emerged as a promising
paradigm, enabling pre-trained models to dynamically adapt to test
data by leveraging unlabeled examples during testing. However,
applying TTT to effectively track and address user interest shifts in
recommender systems remains an open and challenging problem.
Key challenges include how to capture temporal information effec-
tively and explicitly identifying shifts in user interests during the
testing phase. To address these issues, we propose T2ARec, a novel
model leveraging state space model for TTT by introducing two
Test-Time Alignment modules tailored for sequential recommen-
dation, effectively capturing the distribution shifts in user interest
patterns over time. Specifically, T>ARec aligns absolute time in-
tervals with model-adaptive learning intervals to capture temporal
dynamics and introduce an interest state alignment mechanism to
effectively and explicitly identify the user interest shifts with theo-
retical guarantees. These two alignment modules enable efficient
and incremental updates to model parameters in a self-supervised
manner during testing, enhancing predictions for online recom-
mendation. Extensive evaluations on three benchmark datasets
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demonstrate that T?ARec achieves state-of-the-art performance
and robustly mitigates the challenges posed by user interest shifts.
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1 Introduction

Sequential recommendations aim to predict the next item a user
will interact with by modeling dependencies within their historical
interaction data [1, 17, 19, 44, 49]. However, real-world scenarios
often present the challenge of distribution shifts, where user behav-
ior patterns and data distributions evolve dynamically over time.
For instance, consider a sequential recommendation where a user’s
interaction history (as shown in Figure 1) during the training phase
(weekdays) exhibits a strong preference for study-related items,
such as books, reflecting their focus on work or learning. However,
during the testing phase (weekends), the user’s interest shifts to-
wards sports-related items, such as football or basketball equipment,
as they transition to leisure activities. If the recommendation fails
to adapt to this shift and continues to recommend study-related
items based on the training phase, it will not align with the user’s
weekend preferences.

Existing sequential recommendation models, typically trained
on static historical data and having their model parameters fixed
during online deployment, face challenges in adapting to shifts
in user interest patterns. This limitation often leads to significant
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Figure 1: Illustrates of user interest shifts between train and
testing phases in sequential recommendation. During the
training phase (weekdays), the user’s historical behavior is
focused on study-related content (e.g., books), and the model
learns to predict the next item based on this pattern. In the
testing phase (weekends), user interest shifts from study-
related items to leisure activities (e.g., sports). Although the
Test input includes the ground truth from the training phase,
the model continues to recommend study-related content,
failing to adapt to the user’s new preferences. This highlights
the importance of modeling temporal contexts and handling
user interest shifts effectively in recommendations.

performance degradation during test time. To validate this phe-
nomenon, we conducted experiments on two datasets (ML-1M [14]
and Amazon Prime Pantry [28]) using two models (SASRec [19]
and Mamba4Rec [24]) following the implementation settings in
Recbole [60]. After training the models on the training set, the test-
ing set was evenly divided into four segments based on timestamps,
and NDCG@10 was used as the evaluation metric. As shown in Fig-
ure 2, the later the timestamp of the segment, the more significant
the user interest shift, resulting in poorer test performance metrics.
This illustrates how user behavior evolves dynamically between
the train and testing phases, driven by contextual factors such as
time availability, necessitating adaptive models to handle such user
interest shifts effectively.

Motivated by the recent promising paradigm of Test-Time Train-
ing (TTT) [18, 22, 27, 42, 47], which enables pre-trained models to
dynamically adapt to test data by leveraging unlabeled examples
during inference, we focus on applying TTT to track user interest
shifts in sequential recommendation. While TTT facilitates self-
adaptation and effectively addresses evolving distribution shifts in
an online manner, its application to tracking user interest shifts in
recommender systems remains an open and challenging problem.
We identify two key challenges associated with this task: first, cap-
turing temporal information, as user behavior is often influenced
by periodic patterns or trending topics, making it crucial to un-
derstand the impact of historical events on predictions at specific
future time points; second, dynamically and efficiently adjusting
the representation of user interest patterns, since even if a user’s
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Figure 2: Validation of user interest shifts during the test-
ing phase. We conducted experiments on two datasets (ML-
1M and Amazon Prime Pantry) using two backbone models
(SASRec and Mamba4Rec). After training the models on the
training set, the testing set was evenly divided into four seg-
ments based on timestamps, and NDCG@10 was used as the
evaluation metric for analysis and comparison.

historical behavioral features remain stable, their interest patterns
may evolve dynamically. The model needs to identify and adapt to
these changes to provide accurate recommendations during testing.

To address the above challenges of tracking user interest shifts in
sequential recommendation tasks, we propose T2ARec, a sequential
model that integrates test-time training. T?ARec adopts state space
models (SSMs) [4, 9] as the backbone, which effectively models
user interest state transitions by handling historical interactions
and resolves test-time throughput issues. Then we introduce two
alignment-based self-supervised losses to adaptively capture the
user interest shifts. The time interval alignment loss computes
differences between interaction intervals in the sequence and the
target prediction time, aligning these intervals with adaptive time
steps to effectively capture temporal dynamics. The interest state
alignment loss models the dynamic evolution of user interest pat-
terns by transforming the input sequence into a final state, applying
forward and backward state updates to generate a reconstructed
state, and aligning it with the original state for precise pattern mod-
eling. During testing, T2ARec applies gradient descent on test data
to adjust model parameters in real time, enabling accurate next-item
predictions under distribution shifts. This design allows T2ARec
to effectively capture temporal dynamics and adapt to evolving
user interest patterns, ensuring robust and efficient performance in
sequential recommendation tasks at the test time.

Our main contributions are as follows:

e Identification of a key issue in applying Test-Time Training to
sequential recommendations: The overlooked shift in the user
interest pattern at the test time.
Introduction of a novel approach: We propose T?ARec, a TTT-
based sequential recommendation model incorporating two test-
time alignment-based losses in a state space model to capture
temporal dynamics and evolving user interest patterns, along
with real-time parameter adjustment during testing to track user
interest shifts and ensure robust performance.

e Extensive experiments: We conduct experiments on three widely
used datasets, demonstrating the effectiveness of T2ARec. Fur-
ther ablation studies and analysis explain the superiority of our
designed modules.
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2 Related Work

2.1 Sequential Recommendation

Sequential recommendations have evolved from traditional mod-
els, like Markov Chains [16], to deep learning approaches [3, 7, 39,
40, 43, 55, 57, 59]. Early RNN-based models (e.g., GRU4Rec [17],
HRNN [33]) addressed long-range dependencies, leveraging hidden
states to capture dynamic user preferences. Recently, Transformer-
based architectures, such as SASRec [19] and BERT4Rec [41], have
gained prominence with self-attention mechanisms that model
complex interactions and enable efficient parallel computation. In-
novations like Mamba4Rec[24] further enhance performance on
long interaction sequences, reflecting the ongoing advancements
in this field. Recent works also leverage Large Language Models
(LLMs) for sequential recommendation [32, 51], relying primarily
on the static pre-trained knowledge. Our approach, however, fo-
cuses on test-time alignment to explicitly track and adapt to user
interest shifts during inference.

2.2 Test-Time Training

Test-Time Training (TTT) [18, 27, 36, 47] improves model general-
ization by enabling partial adaptation during the testing phase to
address distribution shifts between training and testing datasets.
It leverages self-supervised learning (SSL) [25, 26, 31, 35, 53] tasks
to optimize a supervised loss (e.g., cross-entropy) and an auxil-
iary task loss during training. The auxiliary task (e.g., rotation
prediction) allows the model to align test-time features closer to
the source domain. Simplified approaches like Tent [46] avoid su-
pervised loss optimization during testing, while advanced methods
such as TTT++ [27] and TTT-MAE [15] employ techniques like
contrastive learning and masked autoencoding to enhance adapta-
tion. Unsupervised extensions, such as ClusT3 [12], use clustering
with mutual information maximization but face limitations due to
hyperparameter sensitivity. Test-Time Training (TTT) has been
applied to out-of-distribution (OOD) tasks, such as recommenda-
tions [37, 48, 52, 54]. DT30R [52] introduces a model adaptation
mechanism during the test phase, specifically designed to adapt to
the shifting user and item features. TTT4Rec [54] leverages SSL in
an inner-loop, enabling real-time model adaptation for sequential
recommendations. Paragon [38] leverages a generative model to
produce a portion of the recommendation model’s parameters dur-
ing the test phase, ensuring test-time controllability [36]. LAST [48]
constructs simulated feedback through an evaluator during test-
ing, updating model parameters, and achieving online benefits.
However, existing work has not effectively captured temporal in-
formation or explicitly identified shifts in user interests during the
testing phase.

3 Preliminaries
3.1 Problem Statement

In sequential recommendation, let U = {uy, uy, ..., ”\’UI} denote
the user set, V = {v1,02,..., U|(y|} denote the item set, and S, =
[01,02,...,0p,] denote the chronologically ordered interaction se-
quence for user u € U with the corresponding timestamp sequence
[t1,t2, ..., tn,], where ny is the length of the sequence, v; is the
i-th item interacted with by user u, and ¢; is the timestamp of the
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interaction. Given the interaction history S, and the timestamp
of prediction t,,+1, the task is to predict the next interacted item
On,+1, i.e., the item that the user u is most likely to interact with at
timestamp tp,11. This can be formalized as learning a function:

ftnu+1 : ‘Su — Uny+1s (1)

where f;, ., maps the historical sequence Sy at timestamp ty,,+1
to the next likely item v,,,41 from the item set V. In the following
sections, we omit the subscript v in n,, and S, and directly use n
and S for convenience.

3.2 State Space Models (SSMs)

SSMs perform well in long-sequence modeling [24], image gen-
eration [50], and reinforcement learning [29], providing efficient
autoregressive inference like RNN [23] while processing input se-
quences in parallel like Transformers [45]. This dual functionality
enables efficient training and robust performance in applications
such as time series analysis [34] and audio generation [8].

The original SSMs originated as continuous-time maps on func-
tions from d-dimensional input x(¢) € R to output y(t) € R9 at
current time ¢ through a ds-dimensional hidden state h(t) € R%,
These models leverage the dynamics described below:

I (t) = Ah(t) + Bx(t), (2a)
y(t) =CTh(2), (2b)

where A € R%%d and B,C € R%*4 are adjustable matrices,
h’(t) denotes the derivative of h(t). To enable effective representa-
tion of discrete data, Structured SSMs [10] employ the Zero-Order
Hold (ZOH) [11] method for data discretization from the input
sequence X = [x1,x2,.. Lxn]T € RXd tq output sequence Y =
[y, y2.....yn]" € Rnxd through hidden state H = [h1, hy, . .
R™4 based on a specified step size A € R. The introduction of
the Mamba [9] model significantly enhances SSMs by dynamically
adjusting the matrices B € R"*%, C € R % and the step size now
represented as A € R that dynamically depends on inputs vary-
ing over time. Its latest version, Mamba-2 [4], links structured state
space models with attention mechanisms. Mamba-2 refines A into
a scalar value A € R and sets A € R", creating a new state space
duality (SSD) framework with multi-head patterns akin to Trans-
formers. This innovation boosts training speed and increases state
size, optimizing expressiveness for greater efficiency and scalability,
making it a strong contender against Transformers.

4 T?ARec: The Proposed Method

To track shifts in user interest during the testing phase of sequential
recommendation tasks, we propose T?ARec, a method that inte-
grates a state space model for test-time training and introduces
two alignment modules to adaptively capture these shifts during
testing. First, we introduce the base model of the proposed method,
which is developed based on the Mamba-2 architecture and can
dynamically represent user interest with high test-time throughput.
Next, we describe the two alignment modules, designed for time
intervals and user interest states, respectively. Finally, we explain
how to conduct self-supervised training during the testing phase.

Lhn)T €
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Figure 3: Overall framework of T2ARec: T2ARec processes
input sequences through an embedding layer, followed by
the T?A-Mamba block and Align-SSM block for state up-
dates and output generation. The prediction layer uses out-
put embedding o, generated from the feed forward network
layer for next-item predictions. o, is reintroduced into the
T?A-Mamba block to compute the alignment losses.

4.1 Base Model

As illustrated in Figure 3, we develop the basic framework of
T2ARec by stacking the embedding layer, T>A-Mamba block, and
the prediction layer.

4.1.1 Embedding Layer. Given a learnable embedding layer E =
[e1, ez, .. .,e‘q;|]-r e RIVIXd for all items, where d is the embed-
ding dimension and e; represents the dense vector for item v;, this
layer transforms the sparse item id sequence S = [v1,02,...,0,]

into dense vector representations, denoted as Eg) € R¥d,

4.1.2  T? A-Mamba Block. Though Transformer-based models ex-
cel in sequential recommendation [19], their quadratic complexity
related to sequence length impedes efficient test-time training and
burdens throughput. To address this issue, we develop T? A-Mamba
based on Mamba-2 [4].

The output representations Eg of the embedding layer then
enter our core T2A-Mamba Block. The sequence undergoes a se-
ries of transformations to generate inputs for Align?-SSM block.
Specifically, E first passes through a linear layer:

EgZ)’ EgS) « Linearq (Egl))’ ®)

where Egz) € Rnx(d+2xds) Eg) € R" and Linear; is a linear
parameterized projection from dimension d to dimension (d + 2 X

ds + 1). Next, Eg) passes through a convolution and a non-linear

activation, Eg) passes through a softplus function:

X,B,C «— ¢ (Conv (Eg))) , A=1 (ES)) 4)
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where X = [x1,%2,...,%xn]T € R is the input of Align?-SSM,
B € R™% and C € R"™9% are the adjustable matrices, A € RY is
the step size ensured to be positive via the softplus function 7, Conv
is the convolution operation, o is the non-linear activation.

The overall transformation process of Equation (3) and (4) can
be unified into a sequence of mappings from the input embeddings
Eg to the outputs X, B, C, and the step size A, denotes as:

X,B,C, A « Transform(Eél) ). (5)

Then, we introduce the core ingredient of T2A-Mamba, the
Alignz—SSM. Given a learnable scalar value A < 0, we compute the

discretized A = [A1,Ay,...,A,]T € R"and B = [By,Bs,...,B,]" €
R™4s follows the Zero-Order Hold (ZOH) [11] method, formally:

A=eM, B=diag(A)B, (6)

simplified as A, B « discretize(A, A, B), where diag(A)isanxn

diagonal matrix, the diagonal elements are the elements of A.
Finally, given an all-zero matrix ho € R%Xd 35 the initial state,

we can iteratively compute the outputs and hidden states in Align®-SSM:

hy = Athtfl + Bt ® x¢, (73-)
Yr = htTCt, (7b)

where ® represents the outer product, which combines B; € R%
and x; € RY into a matrix of size ds X d, Y = [y y2.....yn]" €
R™4 H = [hy,hy, ..., hn]T € R"%% are the outputs and hidden
states of Align?-SSM block, separately, and h,, € R%*9 is referred
to as the final state that characterizes the user’s current preference.

4.1.3  Feed Forward Network Layer and Prediction Layer. Y is then
passed through a Feed Forward Network (FFN) layer to adapt the
features to the semantic space of the next layer:

O = FEN(Y), ()

where O = [01,02,...,0,]" € R4 is the output embeddings.

In addition, this process involves residual connections, layer nor-
malization, and other transformations, which are not explicitly
represented in the equations for the sake of simplicity.

Based on the output embeddings O generated by the FFN. We
use the last element o, to predict the next item the user is likely to
interact with. The prediction layer computes logits for all items as:

z = Softmax (Eop), 9)

where z € qu’l, Softmax is the softmax function and E is the
embedding table of the embedding layer.

4.1.4 Recommendation Loss. The recommendation loss is then
computed using the cross-entropy loss:

1% X
Lrec = _; Zzi 10g (Zi): (10)
i=1

where z; denotes the ground-truth for item i, Z; denotes the pre-
dicted logit for item i in 2. This loss encourages the model to maxi-
mize the predicted probability of the true interacted item, improving
recommendation accuracy.
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Figure 4: The logits and losses computation in Align?-SSM: The left side illustrates the time interval alignment loss (Lijme),
which aligns the predicted time intervals A with the ground truth T. The right side shows the interest state alignment loss
(Lstate), aligning the final state h, with the backward state ill,; These two losses jointly enhance the model’s robustness and
effectiveness in handling user interest shifts. During testing, the model leverages these self-supervised losses to perform
gradient descent, adapting to the input data and improving prediction performance.

4.2 Time Interval Alignment

To more accurately capture the temporal information in distribution
shifts, we introduce a time interval alignment loss in T2ARec. In
this process, we not only consider relative time but also incorporate
absolute timestamps to better reflect the dynamics of temporal
information. As shown in the left half of Figure 4, we illustrate
the computation method for the time interval alignment loss. In
the Align®-SSM block, the discretization process (Equation (20))
involves the use of time steps A = [A1,Ag, .. ., An]T € R7, where
A; € Ry. Ensuring the correctness of the time steps is crucial for
alleviating user interest shifts, as accurate time steps can better
capture the temporal information embedded in distribution shifts.

As discussed in Section 4.1.2, the time steps A in the T2A-Mamba
block are not fixed but are dynamically generated based on the
input sequence S through the embedding layer output Eg. This
dynamic adjustment enables the model to adapt to variations in
input features, resulting in a more flexible temporal representation.
However, A can only adaptively learn the temporal information in
timestamp sequence [t1, t2, .. ., I;], while ignoring the prediction
timestamp t+1. To address this, we aim to obtain an adaptive test-
time temporal representation A1 € Ry in Alignz-SSM.

To achieve this, although we cannot directly access the ground
truth item vp41 during prediction, we consider the output embed-
ding of the feed forward network layer o,, € R%. This embedding
is used in the prediction layer to compute similarity scores with
all item embeddings via a dot product (as detailed in Section 4.1.3).
During training, o, is expected to progressively converge toward
the embedding representation of the next ground truth item v;1.
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Based on this observation, we re-feed o, into the T2 A-Mamba block
to estimate the adaptive time step Ap41 using Equation (5) and apply
stop-gradient to it to prevent unstable training:

Xn+1, But1, Cnst, Any1 TranSform(On)stop—gradient~ (11)

After obtaining the adaptive time steps A and A,+41, we demon-
strate how to align them with the timestamps t1, ta, . . ., tp41. First,
we compute the time interval sequence based on these timestamps
and pad it with 0 at the beginning (since the timestamps of interac-
tions prior to the input sequence are unavailable):

Sitnel — tn]a (12)

where T € R gerves as the ground truth for A and Apq;.

Then we propose using a pairwise loss to align A and A,4q with
the ground truth time interval T, excluding the padded 0. Specifi-
cally, we compute the pairwise self-supervised loss as follows:

-1,
maX{O,l—(Ai—Aj)~( )}, (13)

T =[0,tp —t1,t3 — to, ..

Lo =
pairwise A

2<i<j<n+1

where (A; — Aj) represents the predicted pairwise differences,
(T; — T;) represents the ground truth pairwise differences, A is
constant value for scaling. The loss penalizes mismatches between
the relative signs of predicted and ground truth time differences,
preserving the relative relationships between the learned time in-
tervals instead of relying on their absolute values.

However, directly applying this loss introduces certain chal-
lenges. When handling long sequences (e.g., 50-200 items), the
computational complexity of pairwise difference calculations in-
creases to O(nz). To address this issue, we adopt a block-based
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computation approach to simplify the process. Specifically, the se-
quence is divided into smaller, non-overlapping blocks of size b, and
pairwise losses are computed independently within each block. For
each block, we first calculate the pairwise differences for predicted
values (A; —A;) and ground truth values (T; — T;). Next, we apply a
mask to exclude invalid pairs, accommodating sequences of varying
lengths. Finally, the time interval alignment loss for each block is
computed using the hinge loss formulation and normalized by the
total number of valid pairs across all blocks:

-1
Yblock 2i2<i<j<n+1 Max {0’ 1= (A= 4j)- ( 7 ’)}
Total Valid Pairs

Ltime = .
(14)
This approach reduces both computational and memory complexity
from O(n?) to O(b? x [n/b]), significantly enhancing scalability
for long sequences.

4.3 User Interest State Alignment

To ensure the model accurately captures and represents the evolv-
ing patterns of user interests over time, we introduce a interest state
alignment loss in T2ARec. As shown in Figure 1, user interest shifts
during testing often occur toward the end of the input sequence.
Therefore, it is crucial for recommendation models to better under-
stand and align with the user’s interests at the tail end. To achieve
this, we align the final states of T2A-Mamba.

As illustrated on the right side of Figure 4, we present the com-
putation process for the interest state alignment loss. First, we in-
troduce a backward state update function, which is then applied to
align the final state of the input user history sequence. Ensuring
the correctness of the final states generated by the model is critical
for alleviating shifts in user interests.

4.3.1 Backward State Update Function. Given the forward state
update function h’(t) = Ah(t) + Bx(t), similar to Equation (2a),
multiplying both sides by A~! yields its backward form:

h(t) = A" (t) + (—A_le(t)), (15)

where h’(t) denotes the derivative of h(t). To simplify the notation,
we define:

PP=A"1, Q’=-A"'B. (16)
Substituting Equation (16) into Equation (15) yields
h(t) = PPR’ (t) + QPx(1). 17)

For the discrete-time system, we adopt the Zero-Order Hold [11]
method for the discretize process with a scalar step size A as follows:

, 0P =AQ". (18)

- b
pb = AP

This discretize process can be simplified as P, Q = discretize(A, P, Q).

Using this parameterization, Equation (17) can be expressed as a
backward discrete state update function as follows:

BY = PPhyy; + QP @ x;. (19)

4.3.2 Interest State Alignment Loss. In the Align?-SSM block ex-
plained in Section 4.1.2, as described in Equation (7a) and (7b),

AlignZ—SSM block generates the hidden states H = [h1,hg, ..., hy,] T,

We take its final state h,, € R%*? and subsequently perform the
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interest state alignment operation on it. This is because h, encapsu-
lates the entirety of the user’s historical information while retaining
the most recent behavioral context with maximal fidelity.

To begin, we estimate the forward state for the next step at
tn+1 (abbreviated as forward state), denoted as iln+1 € REXd of.
ter hy,. Following the approach in Equation (11), the feed-forward
network layer output o, is transformed to derive Xp4+1 € RY,
B, € RdS, Cpy1 € RdS, and Ap+1 € R;. These terms are sub-
sequently used to compute 1. Specifically, the discretized terms
Ap+1 € Rand By € R%%9 are computed as follows:

A_n+1 = eA"HA: Bn+1 = An+1Bn+1, (20)

Using these, along with h, and X1, we update the forward state:
i’n+1 = Apyihp + Bpyy ® Zpq1. (21)

Next, we introduce a backward state, denoted as IAlE’2 and evaluate
its alignment with the original state h, in Equation (7a) using
an additional loss termed interest state alignment loss. In simple
terms, this involves substituting l:ln+1 from Equation (21) into the
backward discrete state update function in Equation (19), estimate
PP and OP using neural network, for computing the backward
state. More specifically, the process begins by taking x, € R?
in Equation (4) as input and passing it through a linear layer to
produce the estimated matrix Q € R%:

QO « Lineara(xp). (22)

where Linear; is a linear projection from dimension d to dimension
ds. Then, for estimating Pb and Qb in Equation (18) with Ap41, we
introduce a scalar value P, as specified in Theorem 4.1, and compute
the discretized P and Q:

p=erP 0 =710 (23)
Subsequently, substituting Equation (23) into the backward discrete
state update function in Equation (19), we derive the following
backward state:

R = Phpyt + 0 ® xp. (24)
Finally, we define the interest state alignment loss as follows:
‘h" - 2
Lstate = 2 (25)
n+1

1
.
Theorem 4.1. Intuitively, the interest state alignment loss ensures
that the model’s internal representation of the user’s current in-
terest aligns with the expected state derived from the sequence.
Specifically, it reconstructs the user’s interest state at the end of
their interaction sequence and aligns it with a backwardly updated
version of the same state, enabling the model to fine-tune its un-
derstanding during the testing phase. Theoretically, we provide an
upper bound of Ltate to analyze its effect.

where the coefficient

serves as a dilution term as analyzed in

THEOREM 4.1. Denote €, = Q — QP and Q0 = ~A7'B,,

_a-1
and let P = %, the following upper bound for Lstate holds:
Xn — Xn+1

-2 -1 -1
Lstate < Apiy hnlly + Ap iy [1xnllz [lenllz + A7 (Bl || — )
n+




Test-Time Alignment with State Space Model for Tracking User Interest Shifts in Sequential Recommendation

Algorithm 1 Test-Time Alignment for T?ARec on a Single Batch

Input: Batch of test sequences, denoted as {S; ;’i . where each
represented as S; = [v1, 02, ..., v,] with the corresponding
timestamp sequence [t1, f2, ..., t,] and timestamp of prediction

tn+1, well-trained model gg (), number of training steps M,
learning rate &, and weight parameters ;" and pi*"
Output: Final prediction oy,

1: Record the original model parameters: 6, < 0

2: for step=1,2,...,M do

3:  Forward go({S;},) and get the learned step size A, final
state hy, and output o,
Compute the time interval sequence T using Equation (12)
Calculate Lyjye from Equation (14) using A and T
Compute the forward state Fnst using Equation (21)
Compute the backward state f:k,’, using Equation (24)
Calculate Lgtate from Equation (25) using h, and fll,’l
Update model parameters:

0 — 0-aVy (utleStLtime + H;eSt-Lstate)

R AR A

10: end for
11: Compute final prediction o, using the updated go ({Si}]2,)
12: Restore the model parameters: 6 « 6, for the next batch

Table 1: Dataset statistics.

Dataset #Users #Items #Interactions Avg. Length Sparsity

ML-1IM 6,034 3,706 1,000,209 138.3 95.57%
Amazon 3,834 6,350 471,615 17.04 98.78%
Zhihu-1IM 7,974 81,563 999,970 29.03 99.48%

In Theorem 4.1, ||ep||2 is considered an instance-dependent term
that depends on the input x,, and it tends to increase for unseen
user interaction x,. The term ||(xp — p+1)/An+1l|, aims to ensure
consistency between the model and the most recent interaction
under dynamic behavior changes, especially when the time inter-
val Ap41 between the user’s testing time and their most recent
behavior is very short. Similar to how humans continuously update
expectations based on new experiences, this alignment mechanism
enables the model to dynamically adapt to changes in user behavior,
thereby improving recommendation accuracy.

4.4 Training and Testing Process

4.4.1 Training Process. After designing the two self-supervised
losses, the total loss of the model combines the primary recommen-
dation loss Lyec in Section 4.1.4 and the two self-supervised losses
Litime and Lgtate, weighted by their respective hyperparameters:

trai trai
Ltotal =Lrec + ﬂlra1n£time + IlzramLState, (26)

where pﬁr ain and p;r ain are the weights for the self-supervised losses.

This combined loss optimizes the model by integrating both the
primary task and self-supervised learning objectives.

4.4.2  Testing Process. During testing, the pre-trained model gg(+)’s
parameters 0 are adaptively fine-tuned on all testing examples. For

each batch of test data {S;},, optimization is performed using the
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self-supervised losses Ltime and Lgtate as defined in Equation (14)
and Equation (25). The trained model is then used to make the final
item predictions. After completing the predictions, the adjusted
parameters on 6 are discarded, and the model reverts to its origi-
nal parameters to process the next batch of testing examples. The
pseudo-code for processing a single batch of testing examples is
illustrated in Algorithm 1.

5 Experiments

To verify the effectiveness of T2ARec, we conduct extensive exper-
iments and report detailed analysis results.

5.1 Experimental Settings

5.1.1 Datasets. We evaluate the performance of the proposed model
through experiments conducted on three public datasets:

e MovieLens-1M (referred to as ML-1M) [14]: A dataset collected
from the MovieLens platform, containing approximately 1 million
user ratings of movies.

e Amazon Prime Pantry (referred to as Amazon) [28]: A dataset of
user reviews in the grocery category collected from the Amazon
platform up to 2018.

e Zhihu-1M [13]: A dataset sourced from a large knowledge-
sharing platform (Zhihu), consisting of raw data, including infor-
mation on questions, answers, and user profiles.

For each user, we sort their interaction records by timestamp to
generate an interaction sequence. We retain only users and items
associated with at least ten interaction records. We follow the leave-
one-out policy [19] for training-validation-testing partition. The
statistical details of these datasets are presented in Table 1.

5.1.2  Baselines. To demonstrate the effectiveness of our proposed
method, we conduct comparisons with several representative se-
quential recommendation baseline models: Foundational models
such as Caser [44], a Convolutional Neural Network (CNN)-based
approach; GRU4Rec [17], which leverages Gated Recurrent Units
(GRU) from Recurrent Neural Networks (RNN); BERT4Rec [41],
adopting the bidirectional attention mechanism of BERT [5]; SAS-
Rec [19], the first to introduce the Transformer architecture to
this field; and innovative models like Mamba4Rec [24], which
applies the Mamba architecture. Time-aware models such as Ti-
SASRec [21], which enhances SASRec with temporal information,
and TiM4Rec [6], which improves low-dimensional performance
of SSD while maintaining efficiency, integrate temporal dynamics.
TTT4Rec [54] uses Test-Time Training to dynamically adapt model
parameters during inference for sequential recommendation.

5.1.3  Evaluation Metrics. To evaluate the performance of top-K
recommendation, we adapt the metrics Recall@K, MRR@K, and
NDCG@K, which are widely used in recommendation research
to evaluate model performance [2, 56, 58]. In this context, we set
K =10 and present the average scores on the test dataset.

5.1.4 Implementation Details. Our evaluation is based on imple-
mentations using PyTorch [30] and RecBole [60]. We set all model
dimensions d to 64, the learning rate to 0.001, and the batch size to
4096. Additionally, we set the state dimension ds of the T2A-Mamba
to 32, the number of blocks to 1, the training steps M during testing
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Table 2: Performance comparison of different sequential recommendation models. The best result is bolded and the runner-up
is underlined. * means improvements over the second-best methods are significant (¢-test, p-value < 0.05).

Model ML-1M Amazon Zhihu-1M
Recall@10 MRR@10 NDCG@10 [ Recall@10 MRR@10 NDCG@10 [ Recall@10  MRR@10 NDCG@10
Caser 0.1954 0.0703 0.0994 0.0594 0.0204 0.0294 0.0288 0.0089 0.0134
GRU4Rec 0.2732 0.1147 0.1518 0.0939 0.0480 0.0586 0.0283 0.0092 0.0142
BERT4Rec 0.2770 0.1093 0.1482 0.0675 0.0372 0.0443 0.0289 0.0098 0.0142
SASRec 0.2471 0.0911 0.1273 0.1025 0.0527 0.0644 0.0364 0.0098 0.0159
Mamba4Rec 0.2813 0.1201 0.1578 0.1003 0.0522 0.0635 0.0355 0.0112 0.0167
TiSASRec 0.2713 0.1191 0.1478 0.1030 0.0540 0.0651 0.0390 0.0117 0.0175
TiM4Rec 0.2873 0.1211 0.1596 0.1016 0.0567 0.0665 0.0384 0.0118 0.0179
TTT4Rec 0.2887 0.1208 0.1599 0.1020 0.0560 0.0655 0.0370 0.0115 0.0174
T2 ARec (ours) 0.2932* 0.1262* 0.1648* 0.1102* 0.0580* 0.0705* 0.0402* 0.0122* 0.0187*
M to 1 and the learning rate during testing « to 0.005. Furthermore, o8 ML-1M o0 Amazon
the search space for the weights of the two self-supervised losses o /‘..:
during training, Agram and A;ram, is {0.01, 0.1, 1, 10}, and for testing, o) 7 o +2.1% o ~oos ] .
the search space for A1 and AL is {1e-3, 1e-2, 1e-1, 1}. To adapt | s s N 3 9«}: e S
to the characteristics of the baselines and datasets, we set the fixed Gou) Sew e ;':" g | O] /na ;':’ ok
sequence length to 200 for ML-1M and 50 for other datasets (Ama- 2 Ve ;':': ;" o | 2 /:“:': ; ek ;':’
zon and Zhihu-1M). For a fair comparison, we ensured consistency e ;::: ;:::: e .,:;:: o ;:::: /::: ::"; /{,
of key hyperparameters across different models while using default RS I s B | oo ek e
hyperparameters for baseline methods as recommended in their Segmentt 1 Segent 2 Segment 3 Segment 4 Segment 1 Segment 2 Segment 3 Segmert 4
(77 TiMiRee %R TTTRec WA T°ARec]

respective papers. Finally, we utilized the Adam optimizer [20] in a
mini-batch training manner.

5.2 Overall Performance

Table 2 presents the performance comparison of the proposed
T?ARec and other baseline methods on three datasets. From the
table, we observe several key insights:

(1) General sequential methods, such as SASRec and Mamba4Rec,
show varying strengths depending on the dataset character-
istics. Mamba4Rec performs better on ML-1M, a dataset with
longer sequences, due to its ability to model complex long-term
dependencies, whereas SASRec achieves slightly higher perfor-
mance on shorter sequence datasets like Amazon and Zhihu-1M,
where simpler sequence modeling suffices.

(2) TiSASRec, TiM4Rec and TTT4Rec outperform these general
sequential methods by alleviating specific challenges in rec-
ommendation. TiSASRec and TiM4Rec effectively incorporates
temporal information, enhancing their ability to model time-
sensitive dynamics, while TTT4Rec leverages test-time training
to alleviate distribution shifts, leading to superior performance.

(3) Finally, T2ARec outperforms all baselines across datasets, achiev-
ing the best results by introducing time interval alignment
loss and interest state alignment loss. These innovations en-
able T?ARec to capture temporal and sequential patterns more
effectively and adapt dynamically to test data through gradi-
ent descent during inference, further alleviating distributional
shifts and enhancing overall performance.

5.3 Ablation Studies

We conduct ablation experiments in T2ARec to validate the effec-
tiveness of the time interval alignment loss and the interest state
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Figure 5: Effectiveness of T ARec on user interest shifts.

alignment loss. The experimental configurations include ‘ Ly’
where both losses are removed during training and testing, as well
as ‘Liime and ‘Lgtate, where only one of the losses is removed.

i i i 7 ¢ ptest > < ptest »
During testing, we design configurations such as "L;°° ", "L 7,

and ‘L;SEE’, which disable all or part of the losses during the testing
phase. As shown in Table 3, removing any loss significantly de-
grades model performance, highlighting the importance of adapting
to use interest shifts. The time interval alignment loss captures tem-
poral dependencies, while the interest state alignment loss captures
the current user’s interest state. Both are crucial for the robustness

and adaptability of sequential recommendations.

5.4 Further Analysis

5.4.1 Effectiveness of T>ARec on User Interest Shifts. To validate
the effectiveness of T2ARec on user interest shifts, we followed
the setup in Figure 2 and compared T?ARec with TiM4Rec and
TTT4Rec on both the ML-1M and Amazon datasets. As shown in
Figure 5, the later the timestamp of the segment, indicating a greater
user interest shift, the performance of TiM4Rec and TTT4Rec shows
a declining trend. On the basis of these two baselines, our model
demonstrates higher improvements in Segment 3 and Segment 4
compared to Segment 1 and Segment 2. This indicates that T?ARec
performs better on test data with more significant user interest
shifts, highlighting the effectiveness of our two alignment losses
during Test-Time Alignment.
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Table 3: Ablation studies.

Model ML-1M Amazon Zhihu-1M
Recall@10 MRR@10 NDCG@10 | Recall@10 MRR@10 NDCG@10 [ Recall@10 MRR@10 NDCG@10

TZARec 0.2932 0.1262 0.1648 0.1102 0.0580 0.0705 0.0402 0.0122 0.0187
"wio Lpon | 0.2813  0.1207  0.1578 | 0.1003  0.0522  0.0635 | 0.0355 00112 0.0167

w/0 Ltime 0.2891 0.1225 0.1618 0.1026 0.0531 0.0649 0.0389 0.0110 0.0180

w/0 Lstate | 0.2876 0.1214 0.1590 0.1010 0.0545 0.0652 0.0365 0.0114 0.0175
Cwio LT T 02899 01239 01626 | 01033 00568  0.0677 | 0.0389 00113 00177

w/o LIS 0.2912 0.1252 0.1645 0.1095 0.0570 0.0690 0.0390 0.0120 0.0180

w/o LI | 0.2921 0.1241 0.1635 0.1067 0.0558 0.0686 0.0393 0.0120 0.0183

Table 4: Analysis of test-time throughput, defined as the num- Acknowledgments

ber of iterations per second, with each iteration processing a
batch of 4096 testing examples.

Model Test-Time Throughput (# of iterations / second)
ML-1M  Amazon Zhihu-1M

SASRec 1.56 2.26 1.96
Mamba4Rec 2.82 3.11 3.01
TiSASRec 1.50 2.52 1.71
TiM4Rec 2.16 2.64 2.56
TTT4Rec 0.96 1.74 1.19
T2ARec (ours) | 1.02 2.05 1.36

5.4.2  Analysis of Test-time Throughput. Noticed that training dur-
ing testing requires gradient descent, which could introduce ad-
ditional load on test-time (inference) throughput. We conducted
offline experiments to analyze the impact of training during testing.
The results are shown in Table 4, where we compare T2ARec with
several typical baselines and quantify the test-time throughput in
terms of it/s (iterations per second). From the results in the table, it
is evident that the test-time throughput of the method that trains
during testing is approximately half of that of Mamba4Rec that
does not train during testing. Nevertheless, with increasing com-
putational power, the additional load from training during testing
may not have a significant impact, especially since previous work
has shown that TTT has yielded online benefits [48]. We present
these findings and provide optimization opportunities for future
work applying TTT in recommendations.

6 Conclusion

To address dynamic user interest shifts in real-world sequential
recommendation, we propose T?ARec, which integrates Test-Time
Training via two self-supervised losses. Existing static methods
struggle to adapt to such shifts, leading to performance drops. Our
approach aligns absolute time intervals with model-adaptive learn-
ing intervals to capture temporal dynamics and introduces an inter-
est state alignment mechanism to explicitly identify user interest
shifts with theoretical guarantees. These two modules enable effi-
cient, incremental parameter updates during testing. Experiments
show T? ARec outperforms state-of-the-art methods, demonstrating
TTT’s potential for enhancing test-time adaptability in tracking
evolving user preferences.
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A Proof of Theorem 4.1

Proor oF THEOREM 4.1. Based on the definitions of Lgtate, ﬁﬁ,
and hy+1, we can derive:

Lstate
b
n—hy,

n+1

= ”hn - (eAnHPhnH +An+10® xn) A;H

= ‘hn - ( AnniP ( "+1Ah + An+1Bn+1 ®xn+1) + An+1an) ‘ An+1
- H(1 et P} Byt 110 @ 3 = A1 By © i s
= ” (1 — eA"“(PJrA)) hy + Ay (Q — eA"“PBnH) ® xp+
Ans1€® P By ® (xn — Fner) H A2,
yielding that
Lstate
o ) 5 fo ) i

An+1Bn+1eA"“P ® (xp — Xn+1) H A;lfl (triangle inequality)

< A2 [y ||2+‘ -1 (—A 1B et + €y — eMriPB +1) ® x|+
‘ A;ileA"“PBnH ® (xp — Xn+1) Hz (Def. of Q;¢* < 1,¥x < 0)
A2 Nkl +‘ -1 (— (A—1 +eA"“P) Busi + en) @ x|+

HA,;LAianH ® (xn — -’2'n+1)“2 (P =In(=A"")/Ans1)
=A, 21 lIRallz + ||An+1en ® xn“z + ”An+1A "Bpi1 ® (xn — xn+1)”2

Xp — Xn+1

-2 -1 -1
= Dpi nllz + Ay llxnlly lenlly + A7 1Bl | —
n+1

2
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