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ABSTRACT
Unsupervised continual learning (UCL) of image representa-
tion has garnered attention due to practical need. However,
recent UCL methods focus on mitigating the catastrophic for-
getting with a replay buffer (i.e., rehearsal-based strategy),
which needs much extra storage. To overcome this draw-
back, we propose a novel rememory-based SimSiam (RM-
SimSiam) method to reduce the dependency on replay buffer.
The core idea of RM-SimSiam is to store and remember the
old knowledge with a data-free historical module instead of
replay buffer. Specifically, this historical module is designed
to store the historical average model of all previous models
(the memory process) and then transfer the knowledge of the
historical average model to the new model (the rememory
process). To further improve the rememory ability of RM-
SimSiam, we devise an enhanced SimSiam-based contrastive
loss by aligning the representations outputted by the historical
and new models. Extensive experiments on three benchmarks
demonstrate the effectiveness of our RM-SimSiam.

Index Terms— Representation learning, Unsupervised
continual learning, Rememory, Catastrophic forgetting

1. INTRODUCTION
Continual learning [1] can be divided into two categories ac-
cording to whether the training data is labeled or not: su-
pervised continual learning (SCL), and unsupervised contin-
ual learning (UCL). SCL has been studied extensively in the
past few years [2, 3, 4]. However, motivated by the practi-
cal need in real-world application scenarios, researchers have
started to turn their attention to the unsupervised field: rep-
resentation learning with unlabeled image data on sequen-
tial tasks (i.e., UCL). Recent UCL methods [5, 6, 7] have
achieved promising results by exploring various unsupervised
strategies to mitigate the catastrophic forgetting [8]. How-
ever, most of them focus on utilizing a large replay buffer
to store previous data (i.e., rehearsal-based strategy), which
needs much extra storage and thus limits their practical appli-
cations. For example, [5] mitigates the forgetting by storing
a constant number of images per class and requiring an extra
sample queue to store negative samples of old data, which is
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extremely storage-wasting. In [6], the two better techniques
DER [3] and LUMP also depend on a replay buffer to mitigate
the forgetting by storing old data.

To overcome the drawback of most recent UCL meth-
ods, based on unsupervised contrastive learning via Sim-
Siam [9], we propose a novel rememory-based SimSiam
(RM-SimSiam) method to reduce the dependency on replay
buffer. Analogous to the memory mechanism of human
brain [10, 11], the core idea of RM-SimSiam is to store and
remember the old knowledge with a data-free historical mod-
ule (instead of replay buffer that stores old data directly).
Specifically, our RM-SimSiam model mainly consists of
two modules: hist-module (i.e., historical module) and new-
module (see Figure 1). The hist-module is designed to store
the historical average model of all previous models (i.e., the
memory process) and then transfer the knowledge of the his-
torical average model to the new-module (i.e., the rememory
process) for retaining the previously learned knowledge. By
such memory & rememory process, the old knowledge can
be effectively consolidated (memorized) and remembered
(rememorized) throughout the optimization trajectory, thus
ensuring that RM-SimSiam can mitigate the forgetting of the
old knowledge when learning a new task.

Furthermore, to improve the rememory ability of RM-
SimSiam, we devise an enhanced SimSiam-based contrastive
loss by aligning the feature representations outputted by the
historical and new models. Such alignment mechanism is dif-
ferent from that in the latest work [7] on UCL. [7] exploits
the distillation mechanism to align the representations of the
current and past states by saving the model checkpoint of the
past state. In contrast, we align the representations of the his-
torical average model (of all previous models) and new model
in each iteration process. Note that the largest difference be-
tween [7] and our RM-SimSiam still lies in that the novel
rememory process is included in RM-SimSiam to learn a new
task well while mitigating forgetting, but such rememory pro-
cess is ignored in [7].

Our main contributions are three-fold: (1) We propose a
novel rememory-based method termed RM-SimSiam for un-
supervised continual learning of image representation by stor-
ing and remembering the old knowledge with a data-free his-
torical module to reduce the dependency on replay buffer. (2)
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To effectively rememory the knowledge of previous tasks, we
design a hist-module by storing the knowledge of previous
models and transferring the knowledge of previous models
to the new model. To further improve the rememory ability
of our RM-SimSiam, we devise an enhanced SimSiam-based
contrastive loss by aligning the representations outputted by
the historical and new models. (3) Extensive experiments on
three benchmarks show that our RM-SimSiam achieves new
state-of-the-art under the UCL setting.

2. METHODOLOGY
2.1. Problem Definition
Given a sequence of tasks T = {T1, T2, ..., Tn}, where n de-
notes the number of tasks. Each task Tt (1 ≤ t ≤ n) from
T has a task-specific training set Dt = {xi, yi}Nt

i=1, where xi

denotes an image, yi denotes the ground-truth class label of
xi, and Nt denotes the number of training samples. Given that
Dt is drawn from the i.i.d. distribution Pt(x, y), we assume
that any pair of tasks Tt and Tt+j (1 ≤ j ≤ n − t) have dif-
ferent distributions: Pt(x, y) ̸= Pt+j(x, y). In addition, for
each Tt, its validation and test sets can be defined similarly.

Since UCL is considered (but not SCL) in this paper, there
is no labeled samples during training. That is, for each task
Tt, it has an unlabeled training set Ut = {xi}Nt

i=1 with Nt

training samples (but its validation and test sets have labeled
samples). The learning process for UCL is thus given as fol-
lows: (1) The feature representations of the training samples
are learned on the set of sequential tasks; (2) K-nearest neigh-
bor (KNN) classifier [12] is performed on the validation set
to obtain the classification accuracy for hyperparameter tun-
ing; (3) The performance on the test set is evaluated based on
KNN classifier, following the setup in [13, 9].

2.2. SimSiam
SimSiam [9] is a simple yet effective method for unsupervised
representation learning, which mainly includes an encoder f
and a predictor head h, just like the new-module in Figure 1.
The encoder f consists of the backbone ResNet18 [14] (with-
out pretraining), and the predictor head h consists of mul-
tilayer perceptron (MLP) layers. Given an input image x,
the output of the encoder f is z ≜ f(x), and the output
of the predictor h is p ≜ h(z) ≜ h(f(x)). For the two
augmented views x1 and x2 of the input image x, SimSiam
chooses to learn the feature representations by minimizing the
cosine-distance between the output of one view’s predictor
(e.g., x1 −→ p1 ≜ h(f(x1))) and the output of the other
view’s encoder (e.g., x2 −→ z2 ≜ f(x2)) and vice versa.

According to [9], a symmetric contrastive loss Lsim is
employed to learn accurate representations, it is defined as:

Lsim =
1

2
D(p1, z2) +

1

2
D(p2, z1), (1)

D(p1, z2) = − p1
∥p1∥2

· z2
∥z2∥2

, (2)

where D is a cosine-distance function, and ∥·∥2 is l2-norm.

Since a stop-gradient operation sg(·) is imposed on z to pre-
vent model collapse, Lsim is reformulated as:

Lsim =
1

2
D(p1, sg(z2)) +

1

2
D(p2, sg(z1)). (3)

When SimSiam is applied to continual learning, given an
input image xi,t from the task Tt, the symmetric contrastive
loss Lsim is defined as:

Lsim =
1

2
D(p1i,t, sg(z

2
i,t)) +

1

2
D(p2i,t, sg(z

1
i,t)), (4)

where the two augmented views of xi,t are x1
i,t and x2

i,t, the
encoder output zji,t ≜ f(xj

i,t) (j = 1, 2), and the predictor
output pji,t ≜ h(f(xj

i,t)) (j = 1, 2).

2.3. RM-SimSiam
Inspired by the memory mechanism of human brain and based
on unsupervised contrastive learning via SimSiam model, we
propose the novel rememory-based SimSiam (RM-SimSiam)
on UCL. As illustrated in Figure 1, RM-SimSiam mainly has
two modules: new-module and hist-module (historical mod-
ule). Among them, the new-module is mainly used to learn
the knowledge of the current new task (e.g., Tt), the hist-
module is mainly used to retain the learned knowledge in the
previous tasks (e.g., T1, T2, ..., Tt−1). With the proposed re-
memory mechanism and the enhanced SimSiam-based con-
trastive loss, our RM-SimSiam can learn new knowledge well
while mitigating the catastrophic forgetting.

Rememory Mechanism for UCL. To mitigate the catas-
trophic forgetting problem under the UCL setting, we pro-
pose the rememory mechanism to consolidate (memory)
and remember (rememory) the previously learned knowl-
edge. Specifically, we design the hist-module to retain the
old knowledge by storing the historical average model of all
previous models (i.e., the memory process) and then trans-
ferring the knowledge of the historical average model to the
new-module (i.e., the rememory process). As shown in Fig-
ure 1, in the new-module and hist-module, the encoders are
respectively denoted as f (with parameters θef ) and q (with
parameters θeq), and the predictor heads respectively as h
(with parameters θph) and g (with parameters θpg ). To con-
solidate the learned knowledge of previous tasks, we update
the parameters θeq , θ

p
g of the hist-module by transferring the

parameters θef , θ
p
h of the new-module, which is called the

memory process. In turn, to remember the previously learned
knowledge, we transfer the parameters of the hist-module
to the new-module, which is called the rememory process.
These two transfer processes constitute our rememory mech-
anism. Given the transfer coefficient m, the two transfer
processes are uniformly defined as:

θei = m · θei + (1−m) · θej , i, j ∈ {f, q} , i ̸= j, (5)

θpi = m · θpi + (1−m) · θpj , i, j ∈ {h, g} , i ̸= j, (6)

where the parameters θeq , θ
p
g of the hist-module have no gra-

dient back-propagation.
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Fig. 1. Overview of our RM-SimSiam, which mainly consists of new-module and hist-module. The rememory mechanism
is applied between them to learn the new knowledge well while retaining the old knowledge. The enhanced SimSiam-based
contrastive (ESC) loss for model optimization is defined by taking both the historical and new models into consideration.

Enhanced SimSiam-based Contrastive Loss. Further,
to improve the rememory ability of RM-SimSiam, we pro-
pose an enhanced SimSiam-based contrastive (ESC) loss
by aligning the feature representations outputted by the his-
torical and new models. Concretely, given an input image
xi,t, the new-module and hist-module take two randomly-
augmented views x1

i,t, x
2
i,t of xi,t as inputs, and produce the

corresponding encoder outputs {zji,t} and predictor outputs
{pji,t} (j = 1, 2 for the new-module and j = 3, 4 for the hist-
module), as shown in Figure 1. To better retain the previously
learned knowledge, we add a new SimSiam-style contrastive
loss Lhist on top of the original SimSiam loss Lsim given
by Eq. (4). Formally, by taking the outputs of the two views
in the hist-module as guidance, we can define Lhist (with a
similar form to Lsim) as follows:

Lhist =
1

2
D(p1i,t, z

3
i,t) +

1

2
D(p3i,t, z

1
i,t) +

1

2
D(p1i,t, z

4
i,t)

+
1

2
D(p4i,t, z

1
i,t) +

1

2
D(p2i,t, z

3
i,t) +

1

2
D(p3i,t, z

2
i,t)

+
1

2
D(p2i,t, z

4
i,t) +

1

2
D(p4i,t, z

2
i,t) +

1

2
D(p3i,t, z

4
i,t)

+
1

2
D(p4i,t, z

3
i,t). (7)

Noticing the non-gradient property of the hist-module, we
further impose the stop-gradient operation sg(·) on z. In this
way, we can simplify the above contrastive loss Lhist as:

Lhist ≜
1

2
D(p1i,t, sg(z

3
i,t)) +

1

2
D(p2i,t, sg(z

3
i,t))

+
1

2
D(p1i,t, sg(z

4
i,t)) +

1

2
D(p2i,t, sg(z

4
i,t)). (8)

By combining Lsim and Lhist, our enhanced SimSiam-
based contrastive (ESC) loss is defined as:

Lesc = Lsim + γLhist, (9)

where γ is the weight hyperparameter, Lsim is the original
SimSiam loss (see Eq. 4).

3. EXPERIMENTS
3.1. Experimental Setup
Datasets. Three classical datasets are selected for perfor-
mance evaluation: (1) SPLIT CIFAR-10 (S-CIFAR-10) [15]
is split into 5 tasks (2 classes per task). Each class has 6,000
color images of 32 ∗ 32, of which 5,000 are used for train-
ing and 1,000 for testing. (2) SPLIT CIFAR-100 (S-CIFAR-
100) [15] is split into 20 tasks (5 classes per task). Each class
has 600 color images of 32 ∗ 32, of which 500 are used for
training and 100 for testing. (3) SPLIT Tiny-IMAGENET
(S-Tiny-IMAGENET) [16] is a subset of ImageNet [17], the
first 100 classes of which are used. Each class has 500 color
images (the image size is 64 ∗ 64) for training and 50 images
for testing. The task split is the same as that of S-CIFAR-100.

Implementation Details. Our RM-SimSiam adopts the
Stochastic Gradient Descent (SGD) optimizer, with the learn-
ing rate 0.03 for S-CIFAR-10/S-CIFAR-100 and 0.035 for
S-Tiny-IMAGENET. We set the batch size to 128. We set
m = 0.99 and γ = 1. To explore the complementarity be-
tween the rehearsal-based method and our RM-SimSiam, we
combine our RM-SimSiam with the Mixup strategy [18]. Fol-
lowing [6], the two metrics average accuracy (acc) and aver-
age forgetting (fg) over three independent runs are reported
for performance evaluation. The code is available at link .

3.2. Main Results
We compare our proposed RM-SimSiam against other state-
of-the-art methods under the UCL setting on the three bench-
mark datasets, as shown in Table 1. For fair comparison,
both RM-SimSiam with memory buffer (denoted as RM-
SimSiam) and RM-SimSiam without memory buffer (de-
noted as RM-SimSiam∗) are considered. From Table 1, it
can be observed that: (1) Our RM-SimSiam without mem-
ory buffer (i.e., RM-SimSiam∗) leads to better results than
most of the other UCL methods on all three benchmark
datasets, demonstrating the effectiveness of our proposed
RM-SimSiam. (2) When the memory buffer is used exactly
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Table 1. Comparison to the state-of-the-arts under the UCL setting in terms of acc and fg over three independent runs. All UCL
methods (with the same backbone ResNet18) are trained from scratch. ∗ denotes our RM-SimSiam without buffer.

Method
S-CIFAR-10 S-CIFAR-100 S-Tiny-IMAGENET

acc (↑) fg (↓) acc (↑) fg (↓) acc (↑) fg (↓)
FINETUNE 90.11 (±0.12) 5.42 (±0.08) 75.42 (±0.78) 10.19 (±0.37) 71.07 (±0.20) 9.48 (±0.56)

PNN [19] 90.93 (±0.22) – 66.58 (±1.00) – 62.15 (±1.35) –
SI [2] 92.75 (±0.06) 1.81 (±0.21) 80.08 (±1.30) 5.54 (±1.30) 72.34 (±0.42) 8.26 (±0.64)

DER [3] 91.22 (±0.30) 4.63 (±0.26) 77.27 (±0.30) 9.31 (±0.09) 71.90 (±1.44) 8.36 (±2.06)

LUMP [6] 91.00 (±0.40) 2.92 (±0.53) 82.30 (±1.35) 4.71 (±1.52) 76.66 (±2.39) 3.54 (±1.04)

Cassle [7] 90.84 (±0.13) 2.29 (±0.23) 76.46 (±1.02) 3.05 (±0.87) 71.99 (±0.46) 3.34 (±0.52)

RM-SimSiam∗ (ours) 91.22 (±0.12) 4.15 (±0.18) 78.48 (±0.31) 4.09 (±0.99) 72.25 (±0.06) 4.51 (±0.04)

RM-SimSiam (ours) 93.07 (±0.13) 1.36 (±0.10) 83.26 (±0.30) 2.73 (±0.42) 77.10 (±0.16) 2.67 (±0.01)

MULTITASK 95.76 (±0.08) – 86.31 (±0.38) – 82.89 (±0.49) –

the same as DER and LUMP, our RM-SimSiam beats all the
other UCL methods and achieves new state-of-the-art results
on all three benchmark datasets for UCL. This indicates that
our proposed RM-SimSiam is indeed complementary to the
rehearsal-based strategy and provides a new perspective to
mitigate forgetting in UCL. (3) Our RM-SimSiam outper-
forms the latest rehearsal-based method LUMP [6] by 0.44%
– 2.07% on accuracy and by 0.87% – 1.98% on forgetting,
which provides direct evidence that our proposed rememory
mechanism is crucial for learning the new task well while
mitigating the forgetting under the UCL setting.

Table 2 shows the comparative results on the out-of-
distribution (OOD) datasets. All UCL methods (with the
same backbone ResNet18 [14]) are first trained on S-CIFAR-
100, and then directly tested on the OOD datasets. Follow-
ing [6], the OOD evaluation is performed on MNIST [20],
Fashion-MNIST (FMNIST) [21], SVHN [22], CIFAR-10 [15],
respectively. From Table 2, we can see that our RM-SimSiam
clearly outperforms the state-of-the-art methods according
to the average performance over all tasks. The obtained
improvements on the OOD datasets show the superior gen-
eralization ability of our RM-SimSiam when unseen data
distributions are encountered.

3.3. Ablation Study
To demonstrate the contribution of each key component (see
Figure 1) of our full RM-SimSiam, we conduct ablation
study on S-CIFAR-10. We take SimSiam [9] as the first
baseline (denoted as Base). On the basis of Base, we add
the Mixup strategy to form the second baseline (denoted as
Base+Mixup). Further, we add other two key components
including the rememory mechanism (RM) and the extra loss
Lhist (Hist), which together make up our full RM-SimSiam
(denoted as Base+Mixup+RM+Hist).

The ablation study results in Table 3 demonstrate that: (1)
The Mixup strategy leads to improvements over Base (Sim-
Siam), due to the use of the old data from the memory buffer.
(2) Our rememory mechanism brings further improvements
on both accuracy and forgetting (see Base+Mixup+RM vs.
Base+Mixup). This suggests that our rememory mechanism
is complementary to the rehearsal-based method based on
Mixup. (3) When the extra loss Lhist is added, we can see
significant improvements over Base+Mixup, which indicates

Table 2. Comparison to the state-of-the-arts on the out-of-
distribution (OOD) datasets.

IN-CLASS S-CIFAR-100
OUT-OF-CLASS MNIST FMNIST SVHN CIFAR-10
FINETUNE 85.99 (±0.86) 76.90 (±0.11) 50.09 (±1.41) 57.15 (± 0.96)

SI [2] 91.50 (±1.26) 80.57 (±0.93) 54.07 (±2.73) 60.55 (±2.54)

DER [3] 87.96 (±2.04) 76.21 (±0.63) 47.70 (±0.94) 56.26 (±0.16)

LUMP [6] 91.76 (±1.17) 81.61 (±0.45) 50.13 (±0.71) 63.00 (±0.53)

Cassle [7] 88.87 (±0.45) 81.30 (±0.45) 51.04 (±0.01) 59.46 (±1.62)

RM-SimSiam (ours) 94.96 (±0.21) 83.29 (±0.19) 60.37 (±1.72) 69.16 (±0.17)

MULTITASK 90.35 (±0.24) 81.11 (±1.86) 52.20 (±0.61) 70.19 (±0.15)

Table 3. Ablative results for our full RM-SimSiam on S-
CIFAR-10. RM – the rememory mechanism; Hist – the extra
contrastive loss Lhist defined based on the hist-module.

Method
S-CIFAR-10

acc (↑) fg (↓)
Base (SimSiam) 90.16 (±0.24) 5.85 (±0.32)
Base+Mixup 90.40 (±0.18) 2.47 (±0.08)
Base+Mixup+RM 91.10 (±0.21) 1.67 (±0.41)
Base+Mixup+Hist 92.49 (±0.19) 1.96 (±0.26)
Base+Mixup+RM+Hist (full) 93.07 (±0.13) 1.36 (±0.10)

that Lhist has important effect on the model performance.
(4) The combination of RM and Lhist yields further improve-
ments, showing their complementarity under the UCL setting.
(5) Our full RM-SimSiam achieves significant improvements
over Base+Mixup, which means that we have made sufficient
contributions by devising new rememory mechanism and
enhanced SimSiam-based contrastive loss for UCL.

4. CONCLUSION
We propose a novel rememory-based method RM-SimSiam
for unsupervised continual learning of image representation
by storing and remembering the old knowledge with a data-
free historical module to reduce the dependency on replay
buffer. The proposed rememory mechanism and enhanced
SimSiam-based contrastive loss largely improve the remem-
ory ability of our RM-SimSiam. Extensive experiments
demonstrate the effectiveness of our RM-SimSiam under the
UCL setting. In future work, we plan to extend our method to
other scenarios for unsupervised image representation, such
as class incremental learning under the UCL setting.
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