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Explainable Legal Case Matching via Graph
Optimal Transport
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Hongteng Xu , Member, IEEE, and Ji-Rong Wen

Abstract—Providing human-understandable explanations for
the matching predictions is still challenging for current legal case
matching methods. One difficulty is that legal cases are semi-
structured text documents with complicated case-case and case-
law article correlations. To tackle the issue, we propose a novel
graph optimal transport (GOT)-based legal case matching model
that is able to provide not only the matching predictions but also
plausible and faithful explanations for the prediction. The model,
called GEIOT-Match, first constructs a heterogeneous graph to
explicitly represent the semi-structured nature of legal cases and
their associations with the law articles. Therefore, matching two
legal cases amounts to identifying the rationales from the paired
legal case sub-graphs in the heterogeneous graph and then align-
ing between them. An inverse optimal transport (IOT) model on
graphs is learned to extract rationales from paired legal cases. The
extracted rationales and the heterogeneous graph demonstrate the
key legal characteristics of legal cases, which can be further used
to conduct matching and generate explanations for the matching.
Experimental results showed that GEIOT-Match outperformed
state-of-the-art baselines in terms of matching prediction, rationale
extraction, and natural language explanation generation.

Index Terms—Legal retrieval, explainable matching.

I. INTRODUCTION

L EGAL case matching which identifies the relationship be-
tween paired legal cases, plays a central role in intelligent

legal systems. This task has a high demand on the explainability
of matching results because of its critical impacts on downstream
applications — the matched legal cases may provide supportive
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Fig. 1. Example for a pair of legal cases (left) and the corresponding law
article (right). The bold and underlined denote the rationales of case X and case
Y , respectively. The bottom boxes indicate the sequential order of the criminal
acts in X and Y .

evidence for the judgments of target cases and thus influence the
fairness and justice of legal decisions.

Many research efforts have been made to achieve promising
matching results, including the early attempts of rule-based
strategies [2], [3], [4] and the recent learning-based methods
like the Precedent Citation Network (PCNet) [5], and the BERT-
based methods [6], [7]. Existing methods suffer from the follow-
ing challenges in providing plausible and faithful explanations
associated with the matching results. First, it is challenging for
existing deep matching models to understand the legal cases.
This is not only caused by the long-form with complicated
contents nature of legal cases, where only the rationales [8],
[9], [10] represent the key legal characteristics and support the
matching results, but also due to the semi-structured nature of
legal cases. In general, rationales in legal cases are organized
in the sequential order implicating the transition of criminal
acts [11], [12], as shown in the bottom boxes of Fig. 1. However,
existing methods tend to overlook the striking different roles
between the rationales and other sentences [6], [7], [13]. They
cannot take full advantage of the structural information in the
rationales. Second, in legal case matching, an ideal explanation

1041-4347 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Renmin University. Downloaded on June 03,2024 at 16:00:54 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-6109-4704
https://orcid.org/0000-0002-5676-4339
https://orcid.org/0000-0003-2148-9784
https://orcid.org/0000-0001-7170-111X
https://orcid.org/0000-0002-2231-4663
https://orcid.org/0000-0003-0144-1775
https://orcid.org/0000-0003-4192-5360
https://orcid.org/0000-0002-9777-9676
mailto:2022000149@penalty -@M ruc.edu.cn
mailto:2022000149@penalty -@M ruc.edu.cn
mailto:zihua_si@ruc.edu.cn
mailto:junxu@ruc.edu.cn
mailto:successcx@gmail.com
mailto:hongtengxu@ruc.edu.cn
mailto:jrwen@ruc.edu.cn
mailto:yuweijie@ruc.edu.cn
mailto:dongzhenhua@huawei.com


2462 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 36, NO. 6, JUNE 2024

Fig. 2. Architecture of our model GEIOT-Match. Cw , Cgw , and Co represent
Wasserstein Distance, Gromov-Wasserstein Distance, and Order-Preserveing
Wasserstein Distance, respectively. Note that the red dotted arrows indicate the
back-propagation achieved by inverse optimal transport, which are used only in
the training phase.

is expected to offer reasons for one side and to refute arguments
for the other side [14]. Existing methods often fail to distinguish
the pro rationales and con rationales that respectively support
the matching and mismatching decisions [9], [15], [16]. Third,
for the countries following the Civil Law Systems (e.g., Ger-
many, Japan, and China1), only legislative enactments (e.g., law
articles) are considered binding for all, and judges’ decisions
are made heavily based on law articles. Therefore, it is essential
to involve law articles in legal case matching. Moreover, law
articles are the abstraction of rationales, and thus only the
rationales can be the evidence for matching and explanations.
As shown in Fig. 1, the bold and underlined sentences on the
left denote the rationales of case X and Y . Both correspond to
the content in PRC Law Article 284 shown on the right.

To tackle the above challenges, we create a heterogeneous
graph and propose a graph optimal transport-based model called
GEIOT-Match, as illustrated in Fig. 2 to provide two types
of explanations for matching predictions, i.e., rationales and
natural language explanations. Concretely, we first construct a
heterogeneous graph that regards each legal case as a sub-graph,
as shown in Fig. 3(a). In the graph, the legal case nodes connect to
the corresponding sentence nodes, which are connected sequen-
tially. Moreover, each sub-graph (legal case) also connects to the
corresponding legal article nodes. As a result, the heterogeneous
graph explicitly models the structure of the legal cases and
provides a basis for the case-case and case-article alignments.

Given the heterogeneous graph, GEIOT-Match formulates the
extraction and alignment of pro and con rationales as a graph op-
timal transport (GOT) problem. In GEIOT-Match, the identified
rationales and their alignments are derived from the transport
plan of the GOT solution. The GOT is guided by a learnable

1In this paper, we take the legal cases in Chinese as examples.

affinity matrix that reflects semantics, legal characteristic, and
the structures of legal cases. The semantics and structure are
measured by the Wasserstein distance (for node alignment)
and Gromov-Wasserstein distance (for edge alignment) between
two cases in the paired sub-graph. The legal characteristic is
measured by predicting whether two cross-case sentence nodes
have identical rationale types. Thus, the affinity matrix is learned
by an inverse GOT process, which corresponds to solving a
bi-level optimization problem. In this way, GEIOT-Match learns
to extract the pro and con rationales directly.

Once the rationales are extracted, GEIOT-Match updates the
heterogeneous graph by removing the non-rationale nodes and
adding edges connecting the aligned rationale nodes, as shown
in Fig. 3(b). Following the practices in [17], [18], the associated
sub-graphs (including the extracted rationales nodes and law
article nodes) are fed to a pre-trained language model to generate
label-specific natural language explanations. The explanations
stand for the pro and con reasons of matching. For weighing
the pro and con reasons and involving the law articles, the final
matching results are made based on the extracted rationales, the
associated sub-graphs, and the generated explanations.

The contributions of the paper can be summarized as follows:
(1) We construct a heterogeneous graph to explicitly model
the semi-structured nature of legal cases and the case-case
and case-article correlations. This graph provides a basis for
explainable legal case matching, especially under Civil Law
Systems; (2) We propose a novel graph optimal transport-based
approach to learn the legal case matching model based on
the heterogeneous graph. The model also provides rationales
and natural language explanations for matching predictions; (3)
Experimental results indicate GEIOT-Match not only achieved
state-of-the-art matching accuracy but also produced plausible
and faithful explanations for the matching predictions.

II. RELATED WORK

A. Legal Case Matching

Conventional legal case matching methods highly depend on
expert knowledge [4], e.g., the decomposition of legal issues [2]
and the ontological framework of the problem [3]. In recent
years, learning-based legal case matching strategies have shown
advantages in exploring the semantics of legal cases, which can
be roughly categorized into network-based methods [5], [19],
[20], [21] and text-based methods [6], [7]. The network-based
methods construct a Precedent Citation Network (PCNet), in
which the vertices are legal cases and directed edges indicate
the citations of source cases used by target cases. Based on
PCNet, [5] used the Jaccard similarity index between the sets
of precedent citations to infer the similarity of two legal cases.
[20] used whether the sets of precedent citations occurs in the
same cluster to measures to what extent the two cases are similar.
[21] proposed Hier-SPCNet to capture all domain information
inherent in both statutes and precedents. The text-based methods
rely on the textual content of the cases and measure the similarity
of two legal cases based on their semantics. [6] proposed BERT-
PLI to break a case into paragraphs and model the interactions
between the paragraphs. It first adopted BERT to encode each
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Fig. 3. Examples of legal case graphs: (a) Initial legal case graphs with nodes being Legal Sentence, Legal Case, and Law Article. The legal case node X1

represents the source case, and the legal case node Y1 and Y2 represent the target cases. The blue area GX1
represents the sub-graph of legal case X1. (b) Legal

case graphs are updated by adding edges for aligned cross-case nodes and filtering the irrelevant nodes and edges for matching. The green edges are true cross-graph
rationale connections, while the red edge is a misleading edge that the baseline model can easily misidentify.

paragraph in two legal cases, then applied max-pooling to cap-
ture their matching signal, and finally, used a recurrent neural
network (RNN) with an attention mechanism to predict their
matching score. Similarly, [22] proposed to segment two legal
cases into paragraphs and aggregate the paragraph-level similar-
ity. Inspired by the success of pre-trained language models in the
generic domain, [7] pre-trained a Longformer-based language
model with tens of millions of criminal and civil case documents.
Although these studies effectively improve the performance,
they often have difficulties in explaining their predictions, which
limits their practical applications [23].

B. Explainable AI in the Legal Domain

Recently, researchers have made efforts to achieve explain-
able AI models in various applications of the legal domain [24].
In the task of legal judgment prediction, [25] formalized the
court view generation problem as a label-conditioned Seq2Seq
task and generated court views based on fact descriptions and
charges. [8] proposed a neural based system to jointly extract
readable rationales and elevate charge prediction accuracy by
a rationale augmentation mechanism. [10] compared various
rationale constraints in the form of regularizers and proposed to
improve faithfulness and rationale quality in a paragraph-level
setup for legal text classification task concerning alleged viola-
tions. [26] proposed the Joint Prediction and Generation Model
(JPGM) to predict charges and court views. In the task of legal
question answering, [27] proposed to first detect elements of fact
descriptions by iteratively asking questions about pre-defined
charge-specific principles and then used the detected elements
for prediction. Different from the above work, we focus on the
legal case matching task, extracting rationales and generating
natural language-based explanations to support matching re-
sults.

C. Graph Neural Networks

Graph neural networks have demonstrated their effectiveness
on different graph tasks. Several approaches are proposed to
learn representations for nodes and graphs, such as GCN [28],
GAT [29], and HGT [30], etc. These methods generally aggre-
gate the characteristics of nearby nodes to define a target node.

Graph matching (GM) identifies relationships between two
graph-structured objects and has been applied in text-matching
tasks. For example, [31] proposed the Concept Interaction
Graph to represent an article as a graph of concepts, generated the
representation for each vertex, and then used a GCN to obtain
the matching score; [32] plugged PageRank into transformer
to filter information based on a sentence similarity graph for
long-form text matching. Besides, several legal studies have
also employed graph neural networks to solve legal challenges.
On the basis of the legal knowledge graph, [33] used topic
modeling to select the features for training relational graph
convolutional networks for citation link prediction and case
similarity. To improve computer document similarity estimation,
[21] presented a heterogeneous network containing citation links
between case papers and statutes, as well as citation and hierar-
chy relationships among the statutes. This paper examines the
application of graph neural networks to explainable legal case
matching, which concentrates on developing graph networks
from both the semantic and structural perspectives of legal cases.

III. PRELIMINARY: OPTIMAL TRANSPORT

Optimal transport (OT) [34], [35] defines a distance between
probability distributions, which has been widely used in many
machine learning tasks, such as point cloud alignment [36],
[37], graph matching [38], [39], data clustering [40], [41], and
sequence representations learning [42], [43], [44].

Originally, let μ and ν denotes two discrete distributions,
formulated as μ =

∑M
m=1 umδxm

and ν =
∑N

n=1 vnδyn
, with

δx as the Dirac function centered on x. The weight vectors
u = {um}Mm=1 ∈ �M and v = {vn}Nn=1 ∈ �N respectively
belongs M - and N -dimensional simplex, i.e., {um}Mm=1 =
{vn}Nn=1 = 1, the optimal transport distance between μ and ν
is defined as

A∗ = argminA∈Π(μ,ν)Em,n∼A[c(xm, yn)]

= argminA∈Π(μ,ν)

M∑
m=1

N∑
n=1

amn · c(xm, yn), (1)

where A ∈ Π(μ,ν) = {A ∈ RM×N
+ |A1N = μ,A�1M =

ν}, which represents an arbitrary joint distribution with
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marginals μ and ν, and c(xm, yn) is the cost function
evaluating the distance between xm and yn. The OT matrix
A∗ provides a soft matching and the element of the optimal
transport, i.e., a∗mn, indicates the probability of the coherency
of xm and yn, which provides the evidence for their matching.

In this work, we apply three variants of OT to conduct multi-
level alignment in the heterogeneous graph.

Wasserstein Distance (WD) is a special form of vanilla OT
with the cost set as p-norm, i.e., Cw := c(xm, yn) = ||xm −
yn||p. WD can be fast estimated by introducing an entropic
regularizer [45] 〈A, logA〉 into (1), where 〈·〉 denotes the Frobe-
nius dot-product. WD defines an optimal transport distance that
measures the discrepancy between each pair of samples and thus
provides a natural choice for node alignment in the graph.

Order-Preserveing Wasserstein Distance (OPWD) is an ex-
tension of WD that concentrates on diagonal entries by trans-
porting the neighboring elements in one sequence into some
other neighboring elements in another sequence with a nearby
temporal position. To this end, OPWD penalizes the (1) with
two additional terms so that the optimal transport plan can be
written as

A∗ = argminA∈Π(μ,ν)〈A,C〉 − λ1I(A) + λ2KL(A‖P),
(2)

where λ1 and λ2 are two hyperparameters, KL denotes the
Kullback-Leibler divergence, I(A) =

∑
m,n

amn

( m
M − n

N )2+1 is the
inverse difference moment of the transport plan A, and P is
a prior Gaussian distribution whose values decrease gradually

from the diagonal to both sides, P(m,n) = 1
σ
√
2π

e−
l2(m,n)

2σ2 and

l(m,n) =
| mM − n

N |√
1

M2 + 1
N2

. Please note that (2) equals to

A∗ = argminA∈Π(μ,ν)〈A, C̃〉 − λ2〈A, logA〉. (3)

where C̃ = C+Co,Co = −λ1E+ λ2(
F

2σ2 + log(σ
√
2π)),

E = [1/(m/N − n/M)2]mn,F = [l2(m,n)]mn. Motivated
by the fact that rationales in legal cases are organized in the
sequential order, we utilize OPWD to explicitly model the
structure of legal cases.

Gromov-Wasserstein Distance (GWD) defines an opti-
mal transport-like distance Cgw for metric spaces. In the
graph matching scenario, given two graphs {Cx = [cxij ] ∈
RM×M ,Cy = [cxi′j′ ] ∈ RN×N} and their empirical node dis-
tributions {μ ∈ RM ,ν ∈ RN}, GWD calculates distances be-
tween pairs of samples within each graph and measures how
these distances compare to those in the other graph, and the
corresponding optimal transport plan is

A∗ = argmin
A∈Π(μ,ν)

( M∑
i,j=1

N∑
i′,j′=1

|cxij − cyi′j′ |2aii′ajj′
) 1

2

. (4)

where cxij and cyi′j′ can be regarded as the edges of two graphs,
i.e., Cgw := |cxij − cyi′j′ |2, and thus GWD aligns edges in dif-
ferent graphs. Inspired by this property, we represent each legal
case as a sub-graph of the heterogeneous graph and leverage
GWD to not only reflect the topological structure of each pair of

graphs (cases) but also yield correspondence across the graphs
(case pair).

IV. THE PROPOSED APPROACH: GEIOT-MATCH

A. Problem Statement

The explainable legal case matching task provides us a set
of labeled data tuples D = {(X,Y, rX , rY , Â, LX , LY , z, e)}.
For each tuple (X,Y, rX , rY , Â, LX , LY , z, e) in the dataset,
its elements include 1) a pair of legal cases X ∈ X and Y ∈ Y ,
where X and Y represent the sets of source and target legal
cases; 2) the rationale labels of the paired cases, denoted as rX

and rY , respectively; 3) a binary alignment matrix Â indicating
the sentence-to-sentence relation between rationales of X and
rationales of Y ; 4) the law articles of the paired cases, denoted as
LX and LY ; and 5) the matching label z and the set of sentences
(denoted as e) explaining the reasons for z.

In practice, we represent each legal case from the sentence
and document levels. For the sentence-level, X = {xm}Mm=1

and Y = {yn}Nn=1, where xm (yn) denotes the embedding of
the mth (nth) sentence in X (Y );2 for the document-level,
e(X) ∈ Rd and e(Y ) ∈ Rd are the corresponding embedding
of X and Y . The law articles embedding LX and LY are
represented as {lxq

}Qq=1 and {lyp
}Pp=1, respectively, where lxq

(lyp
) denotes the embedding of the qth (pth) law article in LX

(LY ). Typically, each embedding can be calculated by using the
output of at the [CLS] token of a BERT model pre-trained on
a Chinese legal case corpus.3 The rationale labels are associ-
ated with the sentence embeddings, i.e., rX = {rxm

}Mm=1 and
rY = {ryn

}Nn=1, where the rationale label of a sentence s is
designed as following [46]:

rs =

⎧⎪⎪⎨
⎪⎪⎩
0 s is not a rationale,
1 s is a key circumstance,
2 s is a constitutive element of crime,
3 s is a focus of disputes.

(5)

The remaining elements, i.e., Â = [âmn] ∈ {0, 1}M×N , z ∈
{0, 1, 2}, and e, are annotated manually, where

âmn =

{
0 rxm

�= ryn
,

1 rxm
= ryn

&xm
∼= yn,

(6)

z =

⎧⎨
⎩
0 Mismatched (X,Y ),
1 Partially matched (X,Y ),
2 Matched (X,Y ),

(7)

where xm
∼= yn means the sentences xm inX can serve as a ref-

erence for matching with the sentence yn in Y . âmn = 1 means
aligned rationales while âmn = 0 means misaligned rationales.
They provide pro and con evidence for matching prediction,
respectively.

2For brevity, xm and yn also denote sentences in equations.
3Corpus available at https://github.com/thunlp/OpenCLaP. Note that GEIOT-

Match is applicable to the corpus of other languages with the corresponding
embeddings.
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TABLE I
DESCRIPTIONS OF EDGES IN THE HETEROGENEOUS GRAPH G; FUNCTION “DIS”
MEASURES THE SEMANTIC DISTANCE OF TWO SENTENCE EMBEDDINGS, I.E.,

COSINE SIMILARITY; τ1 IS A THRESHOLD HYPER-PARAMETER

B. Graph Construction

Legal cases are inherently semi-structured, wherein the ratio-
nales are sequentially organized. To better represent rationales
and distinguish the rationales from noises, we construct a het-
erogeneous graph G = (V, E) which contains all the legal cases
in D. As shown in Fig. 3, V denotes the set of nodes, including
three types of nodes: the case nodes X , the article nodes l, and
the sentence nodes x. E denotes the set of undirected edges,
including four types of edges listed in Table I. As shown in
Fig. 3(a), each case node X in G, all its 1-hop neighboring
sentence nodes and law article nodes form a sub-graph denoted
as GX .

Based on the heterogeneous graph G, we propose to learn
the following three modules for explainable legal case match-
ing: 1) f1 extracts aligned and misaligned rationales from the
paired legal case sub-graphs (Section IV-C); 2) f2 generates
candidate explanations based on the heterogeneous graph G
(Section IV-D); and 3) f3 predicts the final matching label based
on the extracted rationales, generated explanations, and graph
features (Section IV-E).

C. GEIOT-Based Rationale Extraction

As the key of the above three modules, f1 learns to extract
aligned and misaligned rationales for the paired legal case sub-
graphsGX andGY . As the relationship of case nodes and article
nodes between the sub-graphs is obvious and does not provide ef-
fective explanations for the final matching, we primarily concen-
trate on extracting and aligning rationales for the sentence nodes,
whose labels are expressed as node-to-node alignment matrices
Â. However, the alignment matrices are manually labeled, of-
ten very sparse, containing many false negative elements. To
learn our model robustly for graph matching, we develop a
novel learning paradigm from the viewpoint of Graph Optimal
Transport (GOT). As illustrated in Fig. 2, three types of OT
distance are adopted for our method; namely, Wasserstein Dis-
tance (WD) [39], Gromov Wasserstein Distance (GWD) [37],
Order-Preserved Wasserstein Distance (OPWD) [47].

Although WD can capture node similarity between graphs,
it cannot be directly applied to graph alignment. Since only
the similarity between xm and yn is considered, WD does
not take context information in graphs into account. In Fig. 3,
for example, the sentence pair (x1

1, y11) has similar semantic
meanings as the pair (x1

1, y32), but the context meanings of the two
pairs are completely different, i.e., (x1

1,x2
1) describes the crime of

robbery, which is similar to (y32 , y42). However, (y11 , y21) describes

the crime of injury and should not be matched. To address the
above problem, we propose to use GWD to model the contextual
information by aligning the edges in different graphs. GWD can
be used to calculate distances between pairs of nodes within each
case, as well as measure how these distances compare to those
in the counterpart case. Moreover, rationales in legal cases are
organized in sequential order, i.e., fact descriptions in legal cases
are often written in the temporal order of events [12]. Thus, we
use the OPWD to model the order information of legal cases
explicitly.

When learning the rationale extraction module f1 in the above
OT framework, the critical learning tasks become 1) unifying
these three distances in learning the mutually-beneficial affinity
matrix C to better compute the optimal transport A∗; and 2)
fitting the optimal transport A∗ robustly to the manually-labeled
(noisy) alignment matrix Â. In this work, we solve these two
tasks jointly by solving the following inverse optimal transport
(IOT) problem.

According to the analysis above, we need to learn both the
affinity matrix and the optimal transport based on the sentence-
node embeddings ({xm}Mm=1 and {yn}Nn=1) and their annotated
alignment matrix Â, which leads to a so-called graph-based
explainable inverse optimal transport (GEIOT) problem [48],
[49]

C∗ = argminC∈RM×N KL(Â‖A∗(C)),

s.t.A∗(C) = argminA∈Π(μ,ν)〈A,C〉+ γ〈A, logA〉. (8)

This problem is a typical bi-level optimization problem, in
which the affinity matrix C is the upper-level variable while the
optimal transport A is the lower-level variable. The upper-level
problem minimizes the KL divergence between Â and A∗, i.e.,
KL(Â‖A∗) =

∑
m,n âmn log

a∗
mn

âmn
, which corresponds to the

cross-entropy loss. The optimal transport A∗ is a function of
affinity matrix A∗(C), whose optimization corresponds to the
lower-level problem given C.

Solving the GEIOT problem in (8) provides us with a robust
method to learn the rationale extraction module. Specifically, on
the one hand, the upper-level problem fits the optimal transport
to the limited and noisy alignment matrix under the constraint
provided by the lower-level optimal transport problem, which
suppresses the risk of over-fitting greatly. On the other hand, the
lower-level problem provides us with an optimal transport matrix
to indicate the aligned rationales, which is determined by the
optimized affinity matrix and reveals sentence-level similarity
between the paired legal cases. As a result, the optimal transport
A∗ derived from the optimal affinity matrix C∗ represents
the global alignment between rationales of a legal case pair.
Accordingly, we can extract pro (aligned) and con (misaligned)
rationales by setting a threshold τ2, i.e., xm and yn are selected
as pro rationales if a∗mn ≥ τ2, otherwise, are selected as con
rationales.

Note that because the lower-level problem is strictly convex.
This IOT problem can be solved efficiently by alternating opti-
mization. Given the current affinity matrix C, we can optimize
A via the Sinkhorn scaling algorithm and then optimize C via
stochastic gradient descent based on fixed A.
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Fig. 4. Illustration of the affinity matrix construction.

We parameterize the affinity matrix C by a neural network,
which takes paired sentence-node embeddings as its input and
outputs their discrepancies according to their legal characteris-
tics and semantics jointly. As illustrated in Fig. 4, we model C
as the combination of a rationale characteristic matrix Cr and
a graph semantic matrix Cgs which unify the three distances
aforementioned

C = εCr +Cgs, (9)

where ε is a negative hyper-parameter to encourage the align-
ment of those sentence pairs with the same rationale label by
significantly reducing the transport between them. The Cgs and
Cr are constructed by the following steps.

1) Construction of the Graph Semantic Matrix Cgs: Fol-
lowing [39], we can use a transport plan A shared by both
WD and GWD to better consider the semantic and context
similarity. Considering the OPWD can be adapted by adding
order-preserving cost to the original cost, the transport plan A∗

can be solved by the Sinkhorn scaling algorithm in (1). GEIOT-
Match constructs the graph semantic matrix Cgs ∈ RM×N to
unify the three distances

Cgs = ρCw + (1− ρ)Cgw +Co

Cw = dis(̄sX , s̄Y ),Cx = dis(̄sX , s̄X),Cy = dis(̄sY , s̄Y ),

where s̄X and s̄Y represent the contextual sentence embedding
of legal case X and Y , respectively. ρ is the hyper-parameter for
controlling the importance of different cost functions. s̄X and s̄Y

are obtained from a trainable two-layer MLP (projection layer
in Fig. 4) on the frozen sentence-node embeddings {xm}Mm=1

and {yn}Nn=1.
2) Construction of Rationale Characteristic MatrixCr: The

rationale characteristic matrix Cr indicates the rationales hav-
ing the same legal characteristics, and the legal characteristics
are categorized according to the rationale labels shown in (5).
Taking the sentence nodes of paired legal case sub-graphs GX

and GY as the inputs, our GEIOT-Match predicts the rationale
labels of their sentence nodes, denoted as r̂X = {r̂xm

}Mm=1

and r̂Y = {r̂yn
}Nn=1, respectively, which is achieved by solving

a sentence-level multi-class classification problem. Formally,
given sentence nodes of GX , our GEIOT-Match would identify

the legal characteristics of each sentence embedding xm in GX

by calculating a probabilistic distribution over the four classes
shown in (5)

r̂xm
= argmaxk∈{0,...3}P (r = k|xm), (10)

where {P (r = k|xm)}3k=0 represent the distribution of the ra-
tionale labels conditioned on the sentence embedding xm. In
this work, we parameterize the distribution as follows:

{P (r = k|xm)}3k=0 = softmax(Ws(L)
xm

+ b), (11)

where the softmax converts a 4-dimensional vector to a distri-
bution over four classes, matrix W and vector b are trainable
parameters, and s

(L)
xm is the output of a stacked of L-layer gated

convolutional neural network [50] where the lth layer is

s(l)xm
= s(l−1)

xm
+ conv1(s

(l−1)
xm

)⊗ σ(conv2(s
(l−1)
xm

)),

for l = 1, . . . , L, and ⊗ denotes element-wise multiplication,
conv1 and conv2 denote two dilate convolutional neural Net-
work [51] with the same convolution kernel size. Note that the
use of a stacked gated convolutional neural network enables
the model to capture further distances without increasing model
parameters, which effectively addresses the issue caused by a
large number of sentences in a legal case. σ(·) denotes a sigmoid
gating function controlling which inputs conv1(s

(l−1)
xm ) of the

current context are relevant. In the first layer, s(0)xm is obtained
by adding a trainable one-layer multi-layer perceptron on the
frozen sentence embedding xm.

Similarly, given the sentence nodes ofGY , the legal character-
istics of each sentence embeddingyn inGY can also be identified
by classifying yn with the same sentence representations model
and neural networks defined above. As a result, the rationale
characteristic matrix Cr = [crmn] ∈ {0, 1}M×N can be defined
to explicitly indicate whether two sentences have the same
predicted legal characteristics

Cr = M⊗ (r̃X(r̃Y )�), (12)

where M ∈ {0, 1}M×N is a mask matrix filtering out the
padding sentences, r̃X ∈ {0, 1}M×4 and r̃Y ∈ {0, 1}N×4 are
the rationale label matrix, whose rows are one-hot represen-
tations of r̂X and r̂X . To incorporate (10) into (12) in a dif-
ferentiable manner, we apply the Straight-Through Gumbel
Trick [52], which replaces the discrete argmax with a continuous
and differentiable estimator, to derive r̃X and r̃Y . Accordingly,
crmn = 1 means that the mth sentence in X and the nth sentence
in Y are identified as rationales (i.e., r̂xm

�= 0 and r̂yn
�= 0) and

they belong to the same rationale type (r̂xm
= r̂yn

).

D. Generating Candidate Explanations

As aforementioned, the extracted rationales r̂X , r̂Y , and the
optimal transport A∗ indicate pro and con rationale pairs, and
thus, can help to update the associated heterogeneous graph G
and generate explanations (i.e., e’s) to support matching results
(i.e., z’s).

Graph Update: As illustrated in Fig. 3, we update both the
edges and nodes of the corresponding heterogeneous graph G to
G′. Based on the extracted rationales r̂X and r̂Y , we update the
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Fig. 5. Illustration of converting paired legal case sub-graphs into text se-
quences. The sepcical token <I > means the connected ratioales, < R> means
the relation, <O > means the unconnected rationales, and < L> means the law
articles.

sentence nodes to rationale nodes by removing the non-rationale
nodes and their associated edges. Moreover, we add edges
connecting the aligned rationale nodes based on A∗, which are
represented by green lines in Fig. 3(b).

Explaination Generate: Following the work in [17], our
GEIOT-Match exploits the existing pre-trained language model4

to build three label-specific explanation generators, that is: f2 =
{Ez}, z = 2, 1, 0 respectively corresponds to matched, partially
matched, and mismatched decisions as shown in (6). The three
generators are fine-tuned separately. For example, for z = 0,
the data for fine-tuning E0 is selected from the training corpus:
D0 = {(G′

X , G′
Y ) ⊆ G′, (e, z = 0) ⊆ D}. However, the struc-

tural nature of the input legal case graph makes it unsuitable to
naively apply sequential encoder-decoder architecture to gener-
ate explanations. Following the method in [53], we linearize the
graph into sequential input Ginput shown in Fig. 5.

Moreover, considering the input Ginput contains three types
of sequence (i.e., <I >, < O>, <L>), which play different
roles in the explanation generation, we propose a type-aware
adapter after each encoder layer to better leverage different
types of information. Let h denote the hidden state after the
self-attention. The type-aware adapter function can be defined
as follows:

ĥ = hW1mask1 + hW2mask2 + hW3mask3, (13)

whereW1,W2 andW3 are trainable parameters, and the masks
are used to identify different types of input, i.e.,mask1 indicates
the matching information, mask2 indicates the rationale infor-
mation contained in a single sub-graph, and mask3 indicates
the law article information.

To fine-tune the parameters in E0, we optimize a language
modeling loss [54] that compares difference between the gen-
erated explanation E0([G

′
X ;G′

Y ]) and the human-annotated
explanation e. Similarly, E1 and E2 are fine-tuned based on
corresponding subsets D1 and D2.

At explanation generation phase, given a tuple (G′
X , G′

Y ),
we feed the constructed input text sequence to E0, E1, and E2,
generating three candidate explanations ê0, ê1 and ê2.

E. Matching Prediction

Instead of considering all of the sentences in the paired legal
cases, GEIOT-Match learns the f3 to conduct matching based on

4We adopt Chinese T5-PEGASUS model: https://github.com/
ZhuiyiTechnology/t5-pegasus. Note that other pre-trained language models are
also applicable.

Fig. 6. Illustration of embedding generation process for ẑi.

the extracted rationales, the generated candidate explanations,
and the graph features of legal cases. This strategy not only
makes the extracted rationales and generated explanations faith-
ful to the matching predictions, also makes full use of the graph
structure information. Formally, given the heterogeneous graph
G′, a paired legal case sub-graph (G′

X , G′
Y ) sampled fromG′ and

the candidate explanations, our GEIOT-Match would identify
their relation by calculating a probabilistic distribution over the
three classes shown in (6)

{P (z = k|(X,Y )}2k=0 = softmax(W[ẑ0; ẑ1; ẑ2] + b), (14)

where [; ] concatenates vectors, and W and b are trainable
parameters. As for ẑi (i ∈ {0, 1, 2}), following the practice
in [17], [18], the matching scores are computed based on the
rationale nodes, the corresponding candidate explanations, and
the graph features of legal case nodes learned from G′

ẑi = MLP([srX ; srY ; sgX ; sgY ; sêi ]), (15)

where srX , srY , sêi respectively denote the embeddings of ratio-
nale nodes of G′

X , G′
Y , and the candidate explanation êi which

are obtained by tuning the BERT model5; sgX and sgY denotes
the graph feature of legal case sub-graphs G′

X and G′
Y , which

are learned from legal case graph G′ using Heterogeneous Graph
Transformer(HGT) [30]; MLP denotes a two-layer perceptron
with sigmoid activation functions. In Fig. 6, we illustrate the
generating process of ẑi. Accordingly, our GEIOT-Match makes
the final matching decision for paired legal cases (X,Y ) as

ẑ = argmaxk∈{0,1,2}P (z = k|(X,Y )), (16)

and outputs the explanation corresponding to the highest match-
ing score simultaneously.

F. Model Training

GEIOT-Match has parameters to determine during the train-
ing, including those in the pro and con rationales extraction (f1),
those in the candidate explanations generation (f2), and those
in the matching (f3). These models parameters, respectively
denoted as θf1 , θf2 , θf3 are trained sequentially, and the output
of the f1 is used as the input of the f2, and the outputs of the f1

5https://github.com/thunlp/OpenCLaP
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and f2 are used as the input of the f3. Specifically, in the f1, the
learning objective is defined to measure the loss of the pro and
con rationales extraction

Lf1 =
∑

(rX ,rY ,Â)∈D,(GX ,GY )∈G
LR + γ1LA, (17)

where, for each legal case pair in the dataset, the loss function
consists of two parts: the rationale identification loss LR and
the affinity matrix loss LA. The γ1 > 0 is a hyper-parameter
controlling their weights. The rationale identification loss LR is
defined as the cross-entropy loss between the ground-truth ratio-
nale labels of each sentence and the corresponding predictions

LR = −
3∑

k=0

(
M∑

m=1

δ(rxm
, k) log(P (r̂xm

= k|xm))

+
N∑

n=1

δ(ryn
, k) log(P (r̂yn

= k|yn))
)
, (18)

where δ(r, k) = 1 if r = k else 0. The loss LA is based on the
GEIOT problem in (8)

LA = KL(Â||A∗(C)) + γ2

M∑
m=1

N∑
n=1

δ(r̂xm
, r̂yn

)cmn, (19)

where the first term corresponds to the GEIOT problem that
optimize the affinity matrix and the associated optimal transport
to fit a small number of alignment labels (i.e., Â). The second
term is an unsupervised loss based on the predicted rationale
labels, which explicitly regularizes the affinity matrix C to
minimize the discrepancy between identical rationales and max-
imize that between different rationales. Here, δ(r̂xm

, r̂yn
) = 1

if r̂xm
= r̂yn

�= 0 else 0, γ2 is a coefficient to balance the
supervised loss and the unsupervised loss.

In the f2, its learning objective Lf2 is identical to that used in
the fine-tuning phase of the pre-trained language models [54]

Lf2 = −
∑

e∈D,(G′
X ,G′

Y )∈G′

L∑
l=1

log(P (sl|s1:l−1)), (20)

where s stands for a sample sequential input of G′
X and G′

Y ,
which contains L tokens, sl denotes for the lth token of s, and
s1:l−1 denotes the prefix of sl.

In the f3, the loss function consists of three parts

Lf3 =
∑

(z,e,ê)∈D,(G′
X ,G′

Y )∈G′
LM + γ3(LE + LC), (21)

where γ3 > 0 is a coefficient to balance LM, LE and LC . LC is
the cross-entropy loss between the ground-truth matching label z
and the matching score of rationales and candidate explanations

LM = −
2∑

k=0

δ(z, k) log (P (ẑk = k|(X,Y ))) , (22)

where δ(z, k) = 1 if z = k else 0.
We also design two auxiliary tasks for learning a better

representation for rationales and explanations. To ensure that the
human-annotated explanation e accurately reflects the matching

relation between rationales, the similarity between [srX , srY ]
and se should be larger than that between [srX , srY ] and the
generated explanation sêk . Therefore, the first task is designed
as

LE =

2∑
k=0

max
(
0, cos(MLP[srX ; srY ], sêk)

− cos(MLP[srX ; srY ], se)
)
, (23)

where MLP denotes a one-layer multi-layer perceptron. More-
over, inspired by the success of contrastive learning [55] and the
observations in [17] that explanations with the same label tend
to have the same form, and the form of explanations may be
the noise for matching, the second auxiliary task is designed to
avoid the classifier only using the form of explanations to infer
the matching prediction. Specifically, the candidate explanations
in current data are regarded as positive samples sêk , and the
explanations with the same label in the mini-batch are regarded
as negative samples sêlk−. Then, the cosine similarity between
rationales and positive/negative explanations are calculated and
compared

LC =

2∑
k=0

∑
l

max
(
0, cos(MLP[srX ; srY ], sêlk−)

− cos(MLP[srX ; srY ], sêk)
)
, (24)

where l is the number of negative samples.
Remark: The efficiency and practicality of GEIOT-Match

are comparable to the original IOT-Match [1]. In contrast to
previous generation-based explanation models like NILE [17]
and LIREx [18], our model primarily introduces the component
of rational extraction. The predominant time complexity of
rational extraction lies in the Sinkhorn algorithm [45], which
has a complexity of O(N2), where N = max(m,n), with m
and n being the numbers of sentences in case X and case Y , re-
spectively. This complexity is significantly lower than that of the
explanation Generation and Matching Prediction parts, whose
time complexity is approximately O(k2 d), where k represents
the sequence length and d represents the dimension of the rep-
resentation. The aforementioned time complexity is reasonable
for most online systems. Regarding practical deployment, we
recommend employing our model in the fine-grained ranking
phase of legal case retrieval tasks to minimize time expenditures.
Despite the associated increase in time costs, our model remains
feasible for deployment, showcasing a harmonious balance be-
tween effectiveness, explainability, and efficiency.

V. EXPERIMENTS

In this section, we conduct experiments to evaluate GEIOT-
Match for its performance with baseline models, as well as
the quality of its explanations and its efficiency with limited
rationale alignment labels. The source code, ELAM and eCAIL
datasets, and all experiments have been shared at: https://github.
com/Jeryi-Sun/GEIOT-Match.
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A. Experimental Settings

1) Datasets: To the best of our knowledge, there exist few
datasets that contained explanation labels for our explain-
able legal case matching model. The experiments were con-
ducted based on two publicly available datasets: ELAM [1] and
eCAIL [1].

ELAM is an explainable legal case matching dataset. It con-
tains 1,250 source legal cases, each associated with four target
cases. Each legal case pair is manually assigned a matching
label which is either match (2), partially match (1), or mismatch
(0). The ratio of match : partially match : mismatch is about
0.41 : 0.27 : 0.32. Explainable labels such as rationales, their
alignments, and free-form explanations are also provided in the
dataset.

eCAIL is an extension of CAIL (Challenge of AI in Law)
2021 dataset.6 In CAIL data, each legal case is associated with
tags about private lending. Following the practices in [1], we
constructed 1,875 source cases, each associated with four target
cases. Each legal case pair is assigned a matching label according
to the number of overlapping tags (match if overlapping > 10,
mismatch if < 1, and partially match otherwise). The ratio of
match, partially match and mismatch is equal. Explainable labels
such as rationales, their alignments, and free-form explanations
are also constructed following [1].

More statistics of the two datasets can refer to [1].
2) Baselines and Evaluation Metrics: In the experiments,

four types of text matching models are selected as baselines.
The first type includes state-of-the-art legal case matching

models without explanations:
1) Sentence-BERT [56] uses BERT pre-trained on the legal

case corpus7 to encode two cases and uses a MLP to conduct
matching.

2) Lawformer [7] leverages a Longformer-based [57] pre-
trained language model for Chinese legal long documents un-
derstanding.

3) BERT-PLI [6] uses BERT to capture paragraph-level se-
mantic relations and then aggregates them with RNN and atten-
tion.

4) Thematic Similarity [22] segments two legal cases into
paragraphs and computes the paragraph-level similarities. Max-
imum or average similarities are used for the overall matching
prediction.

The second type of baselines includes the following general
text matching models:

1) RetroMAE [58] is a retrieval-oriented pre-training
paradigm for dense retrieval, which includes a unique MAE
workflow, asymmetric model structure, and high masking ratios.

2) SimLM [59] is a pre-training method for dense passage
retrieval. It uses a simple bottleneck architecture to compress
passage information into a dense vector.

The third type of baselines includes the following graph-base
text matching models designed for text matching:

1) Match-GCN is adjusted from GCN [28] to perform our
matching task. We use GCN to learn graph features of pair legal

6Fact Prediction Track data: http://cail.cipsc.org.cn/
7https://github.com/thunlp/OpenCLaP

cases and feed concatenated graph features to FNN for the final
matching prediction.

2) Match-CIG [31] proposes the Concept Interaction Graph
to represent an article as a graph of concepts, generates the
representation for each vertex, and then uses a GCN to obtain
the matching score.

3) Match-Ignition [6] plugs PageRank into transformer mod-
els to filter information based on a sentence similarity graph for
long- form text matching.

The fourth type of baselines includes the following matching
models designed for short text matching with explanations:

1) NILE [17] adopts GPT2 to generate label-specific ex-
planations for paired sentences, which has three variants that
leverage different information to output matching scores: NILE
(Ind) only uses the generated explanation; NILE (App) uses the
concatenation of input paired sentences and the generated expla-
nation; and NILE (Agg) compares all the generated label-specific
explanations.

2) LIREx [18] uses an attention mechanism to generate
rationale-enabled explanations, which also involves selected
explanations to conduct the sentence matching.

Note that both ELAM and eCAIL are in Chinese and do not
have precedent information, we do not choose the precedent
citation network-based methods [21], [22] as the baselines.
Additionally, since NILE and LIREx can generate natural lan-
guage explanations for matching, we compared GEIOT-Match
with them in terms of explanation generation using identical
pre-trained language models.

To evaluate the performance of rationale extraction, we also
compare GEIOT-Match with the following state-of-the-art ra-
tionale extraction models designed for paired documents:

1) MT-H-LSTM [60] uses two bi-LSTMs to obtain sentence
embeddings and predict the aligned sentences from document
pairs.

2) MLMC [61] formulates the associative sentence extraction
for paired documents as a problem of table filling, in which a
matrix is constructed to show whether the sentences are related
or not.

3) DecAtt [62] adopts attention to indicate the alignments
between cross-case sentences. To make fair comparisons, the
sentence encoder in DecAtt is set to be identical to that of in
GEIOT-Match.

Besides, we compare GEIOT-Match to IOT-Match [1] which
is proposed in the original SIGIR 2022 paper [1].

Different metrics are adopted to evaluate the different modules
of GEIOT-Match. As for rationales extraction and matching
prediction, Accuracy, Precision, Recall, and F1 are used. As
for natural language explanation generation, the ROUGE score
is used because the task is formulated as the Seq2Seq text
generation.

3) Hyper-Parameter Settings: All of the hyper-parameters
in GEIOT-Match are tuned using grid search on the validation
set with Adam [63]. In the rationale extraction, the learning
rate η1 is tuned between {1e− 4, 1e− 3}; the batch size n1

is tuned among {32, 64, 128}; γ1 is tuned between [1, 10]; γ2
and ρ is tuned between [0.1, 1.0]; the threshold τ1 for graph
edge construction is set to 0.1; the alignment threshold τ2
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TABLE II
EXPERIMENTAL RESULTS ON ELAM AND ECAIL TEST SETS

for ELAM and eCAIL are tuned between [1e− 3, 1e− 2] and
[1e− 3, 5e− 3], respectively; and the entropic regularizer λ1

and λ2 is tuned among [0.1, 1.0]; the affinity matrix coefficient
ε is tuned among {0,−10,−50,−100,−200}. In the natural
explanation generation, the hyper-parameters are set according
to those reported in [64]: the learning rate η2 is set as 2e− 5;
the batch size n2 is set as 2; In the matching, the learning rate
η3 is tuned between {2e− 5, 2e− 4}; the batch size n3 is tuned
between {4, 8}, and γ3 is tuned among {1, 10, 20}.

B. Matching Accuracy

We first study the matching performance of our proposed
GEIOT-Match. Table II presents the matching performances
of GEIOT-Match and the baselines in terms of four evaluation
metrics on ELAM and eCAIL. All the methods are trained ten
times and the averaged results are reported. Based on the results,
we summarize our observations as follows: (1) GEIOT-Match
consistently and significantly outperforms all of the baselines
on two datasets in terms of all metrics, indicating the effec-
tiveness of GEIOT-Match in enhancing the matching accuracy.
(2) Compared to short text matching with explanation mod-
els which involve all sentences in a paired legal case during
the matching, GEIOT-Match enjoys the advantages from the
extracted rationales and achieves consistent improvements on
two datasets. The result indicates that the rationale extraction
module in GEIOT-Match accurately identified the rationales and
filtered out the noise sentences from legal cases. (3) Compared
to existing legal case matching models, general text match-
ing models and graph-based text matching models that cannot
provide matching explanations, GEIOT-Match also achieves
consistent improvements on both datasets. The results indicate
that the natural language explanations generated by GEIOT-
Match are helpful for legal case matching. (4) Compared to
IOT-Match, GEIOT-Match achieves consistent improvements
on two datasets, which indicates GEIOT-Match can leverage the
semi-structured nature of legal cases to achieve better matching
predictions.

TABLE III
PLAUSIBILITY OF EXTRACTED RATIONALES ON ELAM AND ECAIL TEST SETS

IN TERMS OF EXTRACTION ACCURACY

C. Quality of Rationales and Explanations

The major superiority of GEIOT-Match compared to existing
legal case matching models is that GEIOT-Match is able to
extract rationales and generate explanations for the matching
prediction. In this subsection, we conduct experiments to assess
the quality of the extracted rationales and the generated nat-
ural language explanation by GEIOT-Match. Following [65],
we adopt plausibility and faithfulness as the metrics. Plausi-
bility measures how well the explanation aligns with human
annotations, and faithfulness measures the degree to which the
explanation influences the corresponding predictions.

1) Quality of the Extracted Rationales: In terms of plausibil-
ity, we compare the rationales extracted by GEIOT-Match and
baseline models with human annotations on ELAM and eCAIL.
As shown in Table III, the rationales extracted by GEIOT-Match
are more consistent with human annotations, especially on the
ELAM dataset where the rationales are more diverse (three types
of rationales). We also compare the original GEIOT-Match with
a modified one with GEIOT ablated but forward OT kept, de-
noted as OT in Table III. Table III shows that the extraction accu-
racy drops if we remove GEIOT from GEIOT-Match. The results
indicate the effectiveness of GEIOT in learning the adaptive
cross-graph sentence affinity and predicting the rationale align-
ment. Furthermore, our GEIOT-Match outperforms the original
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TABLE IV
FAITHFULNESS OF THE EXTRACTED RATIONALES AND THE GENERATED

EXPLANATION ON ELAM AND ECAIL TEST SETS

model IOT-Match demonstrating that GEIOT can fully use
structural and sequential information by integrating WD,
GWD, and OPWD into the IOT framework. In terms of
faithfulness, we conduct experiments to measure the de-
gree to which the extracted rationales influence the final
matching. Specifically, we test the matching performance
of GEIOT-Match with explanations and GEIOT-Match with-
out explanations respectively under three conditions: using
all sentences as the input (respectively denoted as “GEIOT-
Match (a+ e)” and “GEIOT-Match (a)”), using rationale ex-
tracted by GEIOT-Match as the input (respectively denoted
as “GEIOT-Match (r + e)” and “GEIOT-Match (r)”), and us-
ing sentences except those extracted by GEIOT-Match as
the input (respectively denoted as “GEIOT-Match (a\r + e)”
and “GEIOT-Match (a\r)”).8 From the results reported in
Table IV, we find that the rationales extracted by GEIOT-Match
play a critical role in legal case matching. Specifically, if the
extracted rationales are removed from a model’s input (GEIOT-
Match(a\r + e) or GEIOT-Match(a\r)), the matching accuracy
of the model drops dramatically. In addition, in eCAIL where
the legal cases are extremely lengthy, if all sentences are used
as a model’s input (GEIOT-Match(a+ e) or GEIOT-Match(a)),
the model’s accuracy still drops to some extent because of the
noise from other sentences. On ELAM, the performance of
using rationales as the only input is competitive with that of
using all sentences. This result indicates the rationales extracted
by GEIOT-Match already provide sufficient legal semantics
for case matching. Based on the above analysis, we conclude
that GEIOT-Match is capable of accurately extracting faithful
rationales for legal case matching.

2) Quality of the Generated Explanation: In terms of plausi-
bility, we compare the natural language explanation generated by
GEIOT-Match to those generated by NILE [17] and LIREx [18].
Since both ELAM and eCAIL have human-annotated explana-
tions for the matching labels, the popular metrics in machine
translation such as ROUGE-1, ROUGE-2, and ROUGE-L are
used to evaluate the plausibility. As shown in Table V, the
natural language explanations generated by GEIOT-Match are
more consistent with human annotations than those generated by

8This experiment is also the ablation study of GEIOT-Match. Specifically,
“GEIOT-Match (a+ e)” represents the results obtained after removing the
Rational Extraction Module, while “GEIOT-Match (r)” denotes the results
obtained after removing the Explanation Generation Module.

NILE and LIREx. Furthermore, our model overcomes the strong
baseline IOT-Match, demonstrating the viability of combining
graph linearization with type-aware adapters for generating
plausible explanations.

Moreover, we also conduct human evaluations to test the qual-
ity of the generated explanations. Following [18], we randomly
sampled 50 examples respectively from ELAM and eCAIL,
and ask two annotators to answer the questions that whether
the generated explanation and the label explanation convey the
same meaning. Each annotator was provided with the context
(legal cases, rationales, explanations), and asked to label them
as 1 if they agree to the question, or 0 otherwise. As shown
in Table VI, GEIOT-Match obtains a high relevance score be-
tween the generated explanations and label explanations. The
result verifies the effectiveness of GEIOT-Match in generating
plausible explanations.

In terms of faithfulness, we conduct experiments to measure
the degree to which the generated explanation influences the final
matching. Specifically, we compare the performance among
GEIOT-Match using the rationales only (GEIOT-Match(r)), us-
ing the explanation only (GEIOT-Match(e)), and using ratio-
nales and explanations (GEIOT-Match(r + e)). From the re-
sults reported in Table IV, we find: (1) on both ELAM and
eCAIL, GEIOT-Match (r + e) performs the best, indicating that
the natural language explanations generated by GEIOT-Match
contributed to the matching prediction; (2) GEIOT-Match (e)
performs better than GEIOT-Match (r) on ELAM, verifying
the faithfulness of the generated explanation. The result also
indicates that the explanations on ELAM are more sufficient
for the matching prediction than the extracted rationales. (3)
GEIOT-Match (e) performs worse than GEIOT-Match (r) on
eCAIL. We analyze the reasons and find that the labeled ex-
planations on eCAIL are the concatenations of the rationale
sentences. Such labeled explanations are not coherent enough
and may harm the generated explanations.

Furthermore, we present a case study of the explanation
generated by GEIOT-Match in Fig. 7. The right side of the
figure (where the red region indicates the difference between
the ground truth and predicted labels) shows that the extracted
rationale from GEIOT exhibits high accuracy. Moreover, the
generated rationale aligns closely with the human-annotated
explanation. This demonstrates the effectiveness and quality
of the GEIOT-Match in generating explanations. More case
studies about the partially match and mismatch cases are shown
in https://github.com/Jeryi-Sun/GEIOT-Match.

D. Robustness Under Limited Labels

One advantage of GEIOT-Match is its capability of learning
to extract the pro and con rationales from human-labeled ratio-
nale alignments in a semi-supervised manner, because, in real
practice, manually labeling the rationale alignments is expensive
and time-consuming.

We conduct experiments to test the rationale extraction accu-
racy w.r.t. different amounts of labeled alignments. Specifically,
we configure GEIOT-Match to extract rationales given different
ratios of labeled alignments Â in (8) (from 0% to 100% where
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TABLE V
PLAUSIBILITY OF GENERATED EXPLANATIONS ON ELAM AND ECAIL TEST SETS IN TERMS OF ROUGE SCORES

Fig. 7. Case study of the explanation generated by GEIOT-Match. The left and middle sections of the figure show the content of the cases (translated from
Chinese). The right section shows the comparison between the ground truth and the GEIOT prediction results.

TABLE VI
HUMAN EVALUATIONS OF THE EXPLANATION QUALITY OVER 50 RANDOMLY

SAMPLED DATA FROM ELAM AND ECAIL BY TWO ANNOTATORS WITH THE

INTER-RATER AGREEMENT OF 0.95

Fig. 8. Rationale extraction accuracy of GEIOT-Match w.r.t. different percent-
ages of labeled alignments.

0% means no labels available, and 100% means fully supervised
learning). Fig. 8 illustrates the extraction accuracy w.r.t. the ratio
of labeled alignments on ELAM data. We find that GEIOT-
Match shows competitive performances when only 10%\,20%
of the labeled alignments are involved in learning. The results
indicate that with only a small fraction of the alignment labels,
GEIOT-Match can still learn the cross-case sentence-level affin-
ity matrix C with high accuracy, and accurately extract the pro
and con rationales.

TABLE VII
AVERAGE ONLINE INFERENCE TIME PER CASE PAIR

E. Running Time Analysis

In Table VII, we present an analysis of the average online in-
ference time for matching models, both with and without expla-
nations. It is observed that models integrated with explanations
inherently necessitate a longer inference time due to the addi-
tional process of explanation generation. Among the explainable
models, GEIOT-Match demonstrates a higher accuracy and im-
proved explanation quality. Notably, its inference time remains
on par with other models in the same category. While there is an
observable increase in time, GEIOT-Match maintains a balance
of effectiveness, explainability, and efficiency, suggesting its
potential suitability for practical deployment.

VI. CONCLUSION

This paper proposes a novel explainable legal case matching
model which represents the legal cases as a heterogeneous graph
and learns an inverse optimal transport model on the graph
to extract rationales. The prediction of the matching results
and generation of the explanations can be conducted based on
the rationales. The proposed method, called GEIOT-Match, has
the advantage of explicitly representing the structures of legal
cases and involving the associated law articles for matching and
explanation. Comprehensive experimental results showed that
GEIOT-Match can consistently outperform the state-of-the-art
baselines in terms of matching accuracy. The empirical analysis
also verified that the extracted rationales and the generated
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explanations are not only consistent with human annotations
but also faithful to the final matching predictions.
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