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Abstract—Travel planning and recommendation are important aspects of transportation. We propose and investigate a novel

Collective Travel Planning (CTP) query that finds the lowest-cost route connecting multiple sources and a destination, via at most k

meeting points. When multiple travelers target the same destination (e.g., a stadium or a theater), they may want to assemble at

meeting points and then go together to the destination by public transport to reduce their global travel cost (e.g., energy, money, or

greenhouse-gas emissions). This type of functionality holds the potential to bring significant benefits to society and the environment,

such as reducing energy consumption and greenhouse-gas emissions, enabling smarter and greener transportation, and reducing

traffic congestions. The CTP query is Max SNP-hard. To compute the query efficiently, we develop two algorithms, including an exact

algorithm and an approximation algorithm. The exact algorithm is capable finding the optimal result for small values of k (e.g., k ¼ 2) in

interactive time, while the approximation algorithm, which has a 5-approximation ratio, is suitable for other situations. The performance

of the CTP query is studied experimentally with real and synthetic spatial data.

Index Terms—Collective travel planning, location based services, spatial networks, spatial databases

Ç

1 INTRODUCTION

THE continued proliferation of GPS-equipped mobile
devices (e.g., vehicle navigation systems and smart

phones) and the proliferation of online map-based services
(e.g., Google Maps,1 and Bing Maps2) enable people to
acquire their current geographic positions in real time and
to retrieve spatial information relevant to their travel. In this
paper, we aim to provide fundamental geographic function-
ality that is relevant to a range of services. Specifically, we
propose and investigate a novel query, the Collective Travel
Planning (CTP) query, that finds the lowest-cost route con-
necting multiple query sources and a destination via at
most k meeting points. For example, when multiple travel-
ers target the same destination (e.g., a stadium or a theater),
they may want to assemble at their nearest meeting points,
and then travel together to the destination by collective
transport (e.g., shuttle bus or taxi) to reduce their global
travel cost (GTC) (e.g., energy, money, or greenhouse-gas
emissions). This type of query is useful in organizing large
events, and it can bring significant benefit to society and
the environment: it can help optimize the allocation of

transportation resources, reduce resource (e.g., energy and
money) consumption, and enable smarter and greener
transportation; and it can help reduce greenhouse-gas emis-
sions and traffic congestion. The EU targets a 50 percent
reduction in CO2 emissions by 2050. This work is motivated
in part by the EU project Reduction.3

Given the current locations Q of a set of travelers, a set of
meeting points S, a destination d, and an integer threshold k
(1 � k � minfjSj; jQjg), we aim to identify a subset A of S
with at most k elements that when used as meeting points
results in the minimum global travel cost. The global travel
cost includes two parts: a local travel cost (LTC) and a con-
nection travel cost (CTC). The local travel cost is the sum of
the travel cost from each traveler’s current location to their
closest meeting point, and the connection travel cost is the
sum of the travel costs from each meeting point to the desti-
nation. The meeting point count k is expected to be set
according to the resources that can be used (e.g., the number
of shuttle buses and drivers). For example, an event orga-
nizer my choose 100 meeting points for the event due to the
limitation of resources.

An example of the CTP query is shown in Fig. 1, where
p1, p3, p4, and p5 are selected meeting points and d is the des-
tination. Let k ¼ 5 and subset A ¼ fp1; p3; p4; p5g. First, trav-
elers go to their closest meeting point by private transport.
Then the travelers at the same meeting point go together to
the destination by collective transport. For example, for the
traveler at q1, p1 is the closest meeting point, so the traveler
will follow the shortest path from q1 to p1 by private trans-
port (local travel cost of q1). A total of five travelers,
q1; q2; q3; q4, and q5, meet at p1. They then follow the shortest
path from p1 to the destination d by collective transport
(connection travel cost of p1).

When a collective travel route is planned, we can set a
meeting time for each selected meeting point, where the

1. http://maps.google.com/
2. http://www.bing.com/maps/
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meeting time depends on the travel distance from the meet-
ing point to the destination and the event time at the desti-
nation. For example, assume that an event starts at 7 p.m.
and that the estimated travel time from a meeting point p to
the destination is one hour. We can then set the meeting
time at meeting point p to 6 p.m. Then every individual
should arrive at p before 6 p.m. The departure time is the
minimum of the arrival time of the latest arriving individual
and 6 p.m. Thus, it is not necessary for any individuals to
wait beyond 6 p.m.

To the best of our knowledge, this is the first study of the
collective travel planning query in spatial networks. Some
existing multi-source trip planning queries (e.g., the group
nearest neighbor query [17], [18] and the group trip plan-
ning query [11] that also aim to minimize all travelers’
global travel cost) assume that each traveler goes to the des-
tination individually and do not take into account collective
travel. We contend that it is of societal interest to provide
solutions that take into account means of collective trans-
portation, as this may contribute to reducing energy con-
sumption, pollution, global warming, and congestion.

Next, the CTP query is also different from most existing
ridesharing (carpooling) services [1], [2], [15], [20]. Generally,
such services aim to plan a travel route with pick-up and
drop-off locations for a small number of users with similar
destination, while the CTP query aims to plan a collective
trip for many users (e.g., tens or hundreds of users or more)
located all over a city and targeting the same destination. In
fact, the CTP query can be viewed as a variant of themetric k
uncapacitated facility location problem (k-UFL) [14], as it asks
for an optimal meeting point set A (A � S ^ jAj � k). Exist-
ing ridesharing techniques do not address this problem.

The CTP query is applied in spatial networks, since in
a large number of practical scenarios, users (e.g., pedes-
trians and vehicles) move in such networks (e.g., roads
and railways). Exact search is a straightforward method
to compute the CTP query that evaluates each potential

subset A (A � S ^ jAj � k), of which there are
Pk

i¼1
jSj
i

� �
¼Pk

i¼1
jSj!

ðjSj�iÞ!i! possible combinations. We define a pair of an

upper and a lower bound to prune the search space dur-
ing query processing. For a small threshold k (e.g., k ¼ 2),
the exact algorithm is capable of finding the optimal
result of the CTP query in interactive time. However,Pk

i¼1
jSj!

ðjSj�iÞ!i! is exponential in jSj, and the CTP query

cannot be computed in polynomial time. In fact, the CTP
query is a variant of the k-UFL problem [14] and is Max
SNP-hard. To the best of our knowledge, no existing
method can compute the CTP query efficiently.

To achieve better performance than does the exact algo-
rithm, an approximation algorithm is developed with a 5
approximation ratio. Initially, we arbitrarily select a subset
A (jAj � k) from S. Then we define three operations based
on local search [6], [24]: add (add a new item p 2 ðS nAÞ to
A, if jAj < k), drop (drop an item from A, if jAj > 1),
and swap (swap an item in A with another items in
ðS nAÞ). We repeatedly apply a randomly selected opera-
tion to improve the global travel cost by a factor of 1þ ",
where " is an arbitrary small constant. The search process
terminates when no new operation can produce an
improved result. The cost of the obtained result is guaran-
teed to be at most five times worse than that of the global
optimum. The experimental results show that the approxi-
mate results are generally very close to the global opti-
mum (less than 1.15 times larger).

The main contribution in relation to the approximation
algorithm is to “bridge theory and practice.” There exist
several theoretical methods for the k-UFL problem (e.g.,
modify one item [6] or modify multiple items at one
time [24]), and their targets are to achieve a lower approx-
imation ratio. However, the CTP query has to balance
accuracy and efficiency. Although some theoretical meth-
ods can achieve a lower approximation ratio, their query
efficiency is very low. Thus, our target is to select a suit-
able theoretical method for the CTP query and then make
it practical. Through theoretical analysis, we only allow
one item to be modified in an operation. We propose two
effective pruning techniques that accelerate the approxi-
mation algorithm while retaining its approximation ratio;
experimental results show that the query efficiency is
improved by at least an order of magnitude. It is worth
noting that the theoretical method cannot be used by
itself due to its low efficiency.

We further extend the approximation algorithm to two
practical scenarios where ð1Þ the connection travel cost is
dependent on the number of travelers, and ð2Þwhere a trav-
eler close to the destination can go to the destination
directly. We develop a series of new metrics and bounds for
these scenarios. The theoretical approximation ratio does
not work here, and we conduct extensive experiments to
show that our extension is usable in the new scenarios.

To sum up, the contributions of the paper are as follows.

� We propose a novel type of query to plan the lowest-
cost routes connecting multiple query sources and a
destination via at most kmeeting points.

� We define a series of distance metrics to evaluate the
travel cost under different conditions (Section 2).

� We prove that the CTP query is SNP-hard that can be
reduced to the k-UFL problem (Section 3).

� We develop an exact algorithm with effective prun-
ing techniques to find the optimal result for small k
(e.g., k ¼ 2) (Section 4).

� We develop an approximation algorithm with two
effective pruning techniques to compute the CTP
query efficiently (Sections 5).

Fig. 1. An example of the CTP query.
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� We define new distance measures for practical sce-
narios and further extend the algorithms corre-
spondingly (Section 6).

� We conduct extensive experiments on real and syn-
thetic spatial data to investigate the performance
(efficiency and effectiveness) of the developed algo-
rithms (Section 7).

The rest is organized as follows. Section 2 introduces the
spatial networks and distance metrics used in the paper and
defines the problem. Section 3 analyzes the problem. The
exact algorithm is introduced in Section 4, while the approx-
imation algorithm is covered in Section 5. The developed
algorithms are further extended to practical scenarios in
Section 6, which is followed by a coverage of experimental
results in Section 7. Related work is covered in Section 8,
and conclusions are drawn in Section 9.

2 PRELIMINARIES

2.1 Spatial Networks

A spatial network is modeled as a connected and undirected
graph GðV;E; F;W Þ, where V is a vertex set and E � V � V
is an edge set. A vertex vi 2 V represents a road intersection
or an end of a road. An edge ek ¼ ðvi; vjÞ 2 E is defined by
two vertices and represents a road segment that enables
travel between vertices vi and vj. Function F : V [ E !
Geometries records geometrical information of the spatial
network G. In particular, it maps a vertex and an edge to
the point location of the corresponding road intersection
and to a polyline representing the corresponding road seg-
ment, respectively.

Function W : E ! R is a function that assigns a real-val-
ued weight to each edge. The weightWðeÞ of an edge e repre-
sents the corresponding road segment’s length or some other
relevant property such as its travel time or fuel consump-
tion [23], which may be obtained from historical traffic data.
Given two vertices pa and pb in a spatial network, the network
shortest path between them (i.e., a sequence of edges linking
pa and pb where the accumulated weight is minimal) is
denoted by SPðpa; pbÞ, and its length is denoted by sdðpa; pbÞ.
Whenweightsmodel aspects such as travel time and fuel con-
sumption, the lower bound of network distance is not neces-
sarily the corresponding Euclidean distance; thus, spatial
indexes such as the R-tree [10] are not effective. For simplicity,
we assume that the data points considered (e.g., meeting
points and query points) are located on vertices. It is straight-
forward to also support data points on edges.

In this work, we study static spatial networks. To
enhance the efficiency of CTP query processing, we assume
that all-pair shortest path distances have been pre-com-
puted. The time complexity of this pre-computation process
is OðV 2lgðV Þ þ VEÞ when using by Dijkstras algorithm [7],
and the running time is studied experimentally in Section 7.

2.2 Travel Cost Functions

Given a set of vertices A and a vertex q in a spatial net-
work, the minimum network distance between q and A is
defined by

dðq; AÞ ¼ min
pi2A

fsdðq; piÞg; (1)

where pi is a vertex belonging to A.

Given a set of query points Q, a set of meeting points S,
and a destination d, let A be an arbitrarily-selected set
of meeting points (A � S and jAj � k). The local travel
cost and the connection travel cost of A are defined by
Equations (2) and (3), respectively,

LTCðAÞ ¼ a �
X
q2Q

dðq; AÞ (2)

CTCðAÞ ¼ b �
X
p2A

sdðp; dÞ: (3)

Here, a and b represent the energy consumption (or green-
house-gas emissions) per unit distance for individual
travel and collective travel, respectively. By combining
Equations (2) and (3), the global travel cost of subset A is
defined by

GTCðAÞ ¼ LTCðAÞ þ CTCðAÞ: (4)

2.3 Problem Definition

The CTP problem is defined as follows. Given a set of query
points Q, a set of meeting points S, a destination d, and an
integer threshold k (1 � k � minfjSj; jQjg), the Collective
Travel Planning query finds a subset A (A � S ^ jAj � k)
such that GTCðAÞ is minimized, i.e., 8A0 � SðjA0j � k )
GTCðAÞ � GTCðA0ÞÞ.

2.3.1 Extensions

We future extend the CTP query into two practical scenar-
ios. First, the connection travel cost of meeting point p is
proportional to the number p:t of travelers that meet at p.

For each point p, we need dp:tc e taxis, where c is the capacity

of a taxi. For example, assuming the capacity of a taxi is five
and seven people are waiting at p, we need two taxis there.
Second, if a traveler is very close to the destination, he/she
can go to the destination directly. We define a series of new
practical distance measures to capture this aspect and
further extend the developed algorithms accordingly in
Section 6. The theoretical approximation ratio does not
work here, and we conduct extensive experiments to show
that our extension is usable in the new scenarios.

3 PROBLEM ANALYSIS

The CTP problem is related to the metric k uncapacitated facil-
ity location problem (k-UFL) [14], where the aim is to find a
minimum cost solution to connect a set of cities to a set of
open facilities. More precisely, we are given a set of cities C,
a set of facility locations F , a transportation cost cij for con-
necting city i to facility j, and a cost fj of opening facility
j 2 F . The goal is to identify a subset of F with at most k
facilities and to connect each city to an open facility so that
the total cost is minimized. In the metric version of the
k-UFL problem, we assume that the connection costs are
metric, meaning that they are non-negative, symmetric, and
satisfy the triangle inequality.

The study of the k-UFL problem dates back to the early
90s [16]. Guha and Khuller [8] proved that k-UFL cannot
be approximated within a factor of 1:463, if we assume

NP � DTIME½nOðlog lognÞ�. Charikar et al. [3] gave the first
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constant factor approximation algorithm with approxima-
tion ratio 9:8. Later, Jain and Vazirani [14] improved this
ratio to 6 using a primal-dual scheme and Lagrangian
relaxation techniques. This was further improved to 4 by
Jain et al. [13], using the Lagrangian Multiplier Preserving
property of the greedy dual growth algorithms. These
algorithms use either the prime-dual scheme or linear pro-
gramming rounding techniques, and they are hard to
implement in real applications. Another and more practical
line of study of the k-UFL problem is based on local search.
In a local search algorithm, we repeatedly add, drop, or
swap a facility to reduce the total cost, and we stop when
a local optimum is found. Devanur et al. [6] offered a
5-approximation ratio based on local search. Later,
Zhang [24] proved that if the algorithm can add, drop, or
swap a constant number of facilities in an operation then

the approximation ratio becomes 2þ ffiffiffi
3

p þ ", for a small
constant ". However, if only one facility is allowed to be
modified in an operation, Zhang’s technique yields a ratio

of 3þ ffiffiffi
6

p
, which is worse than Devanur’s 5 approximation

ratio.

3.1 Reduction to the k-UFL Problem

The CTP problem can be reduced to the k-UFL problem.
More precisely, given an instance of the CTP problem, we
can construct a corresponding instance of the k-UFL prob-
lem as follows. We construct a city iq in the k-UFL instance
for each query point q in the CTP instance and a facility jp
for each meeting point p in the CTP instance. The cost of
facility ip serving city jq is set to cipjq ¼ a � sdðq; pÞ, which is

the cost of transportation from query point q to meeting
point p in the CTP problem. The cost for opening facility jp
is set to be fjp ¼ b � sdðp; dÞ, which is the cost of transporta-

tion from meeting point p to the destination d in the CTP
problem. A solution to this instance of the k-UFL problem
identifies a subset A of at most k facilities and connects each
city iq to a facility jq 2 A, such that that the total cost

X
q2Q

a � dðq; pÞ þ
X
p2A

b � sdðp; dÞ

is minimized. Once the subset A is determined, the solution
is obtained by connecting each city to its nearest facility in
A. Thus, the k-UFL problem is to minimize the total cost

a �
X
q2Q

dðq; AÞ þ b �
X
p2A

sdðp; dÞ ¼ GTCðAÞ;

which is the objective function in the CTP problem. In other
words, we can take any instance of the CTP problem and
transform it to an instance of the k-UFL problem. We can
then solve that problem and transform the solution into a
solution to the original CTP problem. This implies that we
can achieve a local search algorithm for the CTP problem
with an approximation ratio of 5 if only a single meeting
point can be modified in an operation and an approxima-

tion ratio of 2þ ffiffiffi
3

p þ " if multiple meeting points can be
modified.

In the CTP query, we only modify a single meeting point
in an operation to achieve higher query efficiency. A
detailed discussion is given in Section 5.3.

3.2 Hardness of the CTP Problem

To show the hardness of the CTP problem, we need to
reduce a known hard problem to the CTP problem. Based
on above analysis, an obvious choice is the k-UFL problem.
However, it is not clear that this direction of the reduction is
true. A subtle difference between the CTP problem and the
k-UFL problem is that the k-UFL allows arbitrary facility
opening costs, while the CTP problem requires the distances
between the meeting points and the destination to satisfy
the triangle inequality. Therefore, if we map the opening
cost of a facility in the k-UFL problem to the distance
between its corresponding meeting point and the destina-
tion in the CTP problem, the shortest path between the
meeting point and the destination may go through some
other meeting points, which violates the facility cost assign-
ments of the k-UFL problem. So we cannot straightfor-
wardly apply the hardness result of the k-UFL problem to
the CTP problem.

Instead, we reduce the B-vertex cover problem to the CTP
problem. In the B-vertex cover problem, we are given a
graph G ¼ ðV;EÞ with the degree of each node bounded by
a constant B, and the goal is to find a minimum vertex
cover, which is a minimum subset of vertices such that each
edge in E is covered by at least one vertex in the cover. The
B-vertex cover was shown to be Max SNP-hard by Papadi-
mitriou and Yannakakis [19]. We present a L-reduction
from the B-vertex cover problem ti the CTP problem, which
implies that the CTP problem is also Max SNP-hard.

Theorem 1. The CTP problem is Max SNP-hard.

Max-SNP-hardness essentially implies that the CTP
problem also cannot be approximated within a factor of
1þ ", unless P = NP, for some small constant ". The proof of
Theorem 1 follows the same framework as the proof of The-
orem 1 in reference [9].

Proof of Theorem 1. To design an L-reduction, we assume
that there is an polynomial algorithm A that solves the
CTP problem with approximation ratio 1þ "

1þB, and we

will show that this algorithm solves the B-vertex cover
problem with approximation ratio 1þ ".

Given an instance of the B-vertex cover G ¼ ðV;EÞ, we
construct an instance of the CTP problem as follows. We
construct a query point qe for each edge e in E and a
meeting point pv for each vertex v in V . Each query point
qe is connected to each meeting point pv. The distance
dðqe; pvÞ is set to 1 if edge e is incident to vertex v and 2,
otherwise. We also construct a destination point d and
connect each meeting point to d with distance 1. By this
setup, the shortest path from a meeting point to d is the
edge that connects them. Finally, we assign energy con-

sumption parameters a ¼ 1 and b ¼ jEj
Bs, where s is the

size of the optimal vertex cover. Here we assume that the
algorithm knows s in advance, which is not realistic. We
will show how to remove this assumption later.

We claim that there is a solution to the CTP problem
with global travel cost jEj þ jEj

B . Recall that the algorithm
outputs a subset A of the meeting points, which corre-
sponds to a subset A of the vertices in the B-vertex cover
instance. We set A to be the subset of meeting points that
corresponds to a minimum vertex cover of G. We have
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jAj ¼ s. By the property of a vertex cover, each edge has a
vertex in A, and it follows that each query point can be
assigned to a meeting point within distance 1. Thus, the
local travel cost for each point is a ¼ 1, and the total local
travel cost is jEj. We also note that the connection travel

cost for each meeting point in A is b ¼ jEj
Bs and that the

total connection travel cost is s � jEj
Bs ¼ jEj

B . Therefore the

global cost is jEj þ jEj
B , and the claim holds.

The claim implies that the optimal solution for the
CTP problem achieves a global travel cost at most

jEj þ jEj
B . Since the algorithm A solves the CTP problem

with approximation ratio 1þ "
1þB, it follows that A pro-

vides a solution to the CTP problem with global travel
cost at most

1þ "

1þB

� �
� jEj þ jEj

B

� �
¼ jEj þ ð1þ "Þ jEj

B
:

Let r ¼ jAj be the number of meeting points returned
by A, and let l be the set of query points that are assigned
to a meeting point with distance 2. Then the local travel

cost is jEj þ l, and the connection travel cost is r � jEj
Bs. It

follows that

jEj þ ð1þ "Þ jEj
B

	 jEj þ lþ r
jEj
Bs

;

which implies that

ð1þ "Þ jEj
B

	 lþ r
jEj
Bs

	 ðlþ rÞ jEj
Bs

:

The last inequality holds because a vertex cover exists
with size s and the degree of each vertex is bounded
by B; thus, the number of edges jEj is at most Bs.
We have

ð1þ "Þs 	 lþ r: (5)

For the final vertex cover, we first select the vertices
that correspond to the meeting points in A. Note that
there are l query points that are assigned to a meeting
point with distance 2, so there are exactly l vertices
that are not covered by A. We will select a vertex for
each of the l vertices. By Equation (5), the total size of
the vertex cover is lþ r � ð1þ "Þs, which is within a
factor ð1þ "Þ of the size of the optimal vertex cover.
This proves that the resulting vertex cover is an
"-approximation of the optimal vertex cover.

Finally, as we do not know s in advance, we can run
the above reduction for all possible values of s in the
range from 1 to jV j to produce jV j vertex covers, one of
which has size at most ð1þ "Þs. Thus, we can return
the vertex cover with the minimum size, which is
guaranteed to have size at most ð1þ "Þs. tu

4 EXACT ALGORITHM

4.1 Basic Idea

Exact search is a straightforward method to compute the
CTP query. Given a set of meeting points S, a set of query

locations Q, an integer threshold k, and a destination d,
we select and evaluate each potential subset A
(A � S ^ jAj � k) iteratively. A pair of an upper and a
lower bound on the global travel cost is developed to
prune the search space. By combining the computation
results, the subset with the minimum cost is found.

To enhance query efficiency, we assume that the meet-
ing points in S are indexed by the iDistance indexing
method [12]. The well-known iDistance method enables
efficient computation of nearest neighbors in spatial net-
works. Other spatial indexes can also be adopted. In
iDistance, a data partition/clustering method (e.g.,
k-means, k-medoids) is used to group the points into m
clusters. For each cluster Ci, a reference point ci is
selected. Then, we compute and record the network dis-
tance between ci and every meeting point p 2 Ci. A
Bþ�tree is adopted to index the points using the net-
work distance to the corresponding reference point as a
key. In our implementation, to find a suitable number m
of clusters and to achieve high performance, we con-
ducted extensive experiments when establishing the iDis-
tance index (as [12]).

4.2 Upper and Lower Bounds

To prune the search space, we define and use the upper and
lower bounds of the global travel costGTCðAÞ.

Consider the example in Fig. 2. The meeting points
are grouped into clusters C1 and C2, and points c1 and
c2 are the corresponding reference points. Point q 2 Q is
a query point, and d is the destination. Let k ¼ 4. Subset
A ¼ fp1; p2; p3; p4g is a 4-subset selected from S, where p1
belongs to C1, and p2; p3, and p4 belong to C2. Next, we
estimate the lower and upper bounds of the network dis-
tance between query point q and meeting point p1 based
on the triangle inequality of the shortest-path distance.
The triangle inequality in spatial networks is represented
as follows:

sdðv1; v2Þ þ sdðv2; v3Þ > sdðv1; v3Þ;
sdðv1; v2Þ � sdðv2; v3Þ < sdðv1; v3Þ:

Here, v1; v2, and v3 are vertices in G:V , and any one of them
is not on the shortest path between the others. Otherwise,
we may have that sdðv1; v2Þ þ sdðv2; v3Þ ¼ sdðv1; v3Þ and
sdðv1; v2Þ � sdðv2; v3Þ ¼ sdðv1; v3Þ.

In Fig. 2, meeting point p1 belongs to cluster C1, and c1 is
its reference point. According to the triangle inequality, we

Fig. 2. An example of the exact search when k ¼ 4.
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have the following inequalities:

sdðq; p1Þ < sdðq; c1Þ þ sdðc1; p1Þ
sdðq; p1Þ > sdðq; c1Þ � sdðc1; p1Þ
sdðq; p1Þ > sdðc1; p1Þ � sdðq; c1Þ

�

) sdðq; p1Þ > jsdðq; c1Þ � sdðc1; p1Þj:
According to Equation (1), the lower and upper bound of
the minimum network distance between query point q and
subset A are computed as follows, respectively.

dðq; AÞ ¼ min
p2A

fsdðq; pÞg > min
p2A

fjsdðq; ciÞ � sdðci; pÞjg

min
p2A

fjsdðq; ciÞ � sdðci; pÞjg > min
Ci\A6¼?

fjsdðq; ciÞ � rijg

) dðq; AÞ > min
Ci\A 6¼?

fjsdðq; ciÞ � rijg ¼ dðq; AÞ:lb

dðq; AÞ ¼ min
p2A

fsdðq; pÞg < min
p2A

fsdðq; ciÞ þ sdðci; pÞg

min
p2A

fsdðq; ciÞ þ sdðci; pÞg < min
Ci\A6¼?

fsdðq; ciÞ þ rig

) dðq; AÞ < min
Ci\A 6¼?

fsdðq; ciÞ þ rig ¼ dðq; AÞ:ub:

Here, ci is the reference point of cluster Ci, and ri is the
radius of Ci (network distance from ci to the cluster bound-
ary). Thus, we have that ri > sdðci; pÞ, and we can replace
sdðci; pÞ by ri in the inequalities.

For the example in Fig. 2, the values of dðq; AÞ:lb and
dðq; AÞ:ub are computed as follows:

dðq; AÞ:lb ¼ minfðjsdðq; c1Þ � r1jÞ; ðjsdðq; c2Þ � r2jÞg

dðq; AÞ:ub ¼ minfðsdðq; c1Þ þ r1Þ; ðsdðq; c2Þ þ r2Þg:

According to Equation (2), the lower and upper bounds
of local travel cost LTCðAÞ are defined as follows:

LTCðAÞ:lb ¼ a �
X
q2Q

dðq; AÞ:lb; (6)

LTCðAÞ:ub ¼ a �
X
q2Q

dðq; AÞ:ub: (7)

Then, we estimate the lower and upper bounds of the con-
nection travel cost CTCðAÞ in Equations (8) and (9Þ, respec-
tively,

CTCðAÞ ¼ b �Pp2A sdðp; dÞ
sdðp; dÞ 	 minCi\A 6¼?fsdðci; dÞ � rig

�

)
X
p2A

sdðp; dÞ 	
X
p2A

min
Ci\A 6¼?

fsdðci; dÞ � rig

) CTCðAÞ:lb ¼ b � jAj � min
Ci\A 6¼?

fsdðci; dÞ � rig (8)

CTCðAÞ ¼ b �Pp2A sdðp; dÞ
sdðp; dÞ � maxCi\A 6¼?fsdðci; dÞ þ rig

�

)
X
p2A

sdðp; dÞ �
X
p2A

max
Ci\A6¼?

fsdðci; dÞ þ rig

) CTCðAÞ:ub ¼ b � jAj � max
Ci\A 6¼?

fsdðci; dÞ þ rig: (9)

Here, p is a meeting point in subset A (jAj � k). For all
p 2 A, we have that sdðp; dÞ 	 minCi\A 6¼?fsdðci; dÞ � rig and

sdðp; dÞ � maxCi\A 6¼?fsdðci; dÞ þ rig.
For the example in Fig. 2, the lower and upper bounds of

connection travel cost CTCðAÞ are computed as follows:

CTCðAÞ:lb ¼ b �minfðsdðc1; dÞ � r1Þ; ðsdðc2; dÞ � r2ÞÞg;

CTCðAÞ:ub ¼ b �maxfðsdðc1; dÞ þ r1Þ; ðsdðc2; dÞ þ r2ÞÞg:
By combining Equations (6) and (8) and (7) and (9), respec-
tively, the lower and upper bounds of the global travel cost
GTCðAÞ are computed as follows:

GTCðAÞ:lb ¼ LTCðAÞ:lbþ CTCðAÞ:lb; (10)

GTCðAÞ:ub ¼ LTCðAÞ:ubþ CTCðAÞ:ub: (11)

To find the subset with the minimum global travel cost,
we evaluate each potential subset A. Among all scanned
subsets, we define a global upper bound UB as

UB ¼ min
A2S

fGTCðAÞ:ubg; (12)

where S contains all scanned subsets. For a subset A, if
GTCðAÞ:lb exceeds the global upper bound UB, A cannot be
the subset with the minimum global travel cost; thus, A can
be pruned safely. Otherwise, we match each query point
q 2 Q to its closest meeting point p 2 A, and compute the
exact value of GTCðAÞ.

The exact algorithm is detailed in Algorithm 1 (refer to
Appendix, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TKDE.2015.2509998).

4.3 Complexity Analysis

The exact algorithm evaluate each subset A (A � S ^ jAj � kÞ,
and there is a total of

Pk
i¼1

jSj
i

� �
¼Pk

i¼1
jSj!

ðjSj�iÞ!i! possible

combinations. For each subset A, we match query points to
their closest meeting point p 2 A. The time complexity is
OðjQjjAjÞ ¼ OðjQjÞ because jAj is a constant no larger than
k. Thus, the time complexity of the exact algorithm is

O jQj
Xk
i¼1

jSj!
ðjSj � iÞ!i!

 !
¼ O jQj � jSjk

� �
:

The last equation uses Stirling’s approximation.

5 APPROXIMATION ALGORITHM

5.1 Basic Idea

The CTP query is Max SNP-hard. To find the optimal result,
the exact algorithm has to evaluate each subset A. For small
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threshold k, the exact algorithm is able to do so in interac-
tive time. To compute the CTP query efficiently, we develop
an approximation algorithm based on the local search
scheme [6], [24] that can compute the query in polynomial
time and that guarantees a 5-approximation ratio. Initially,
we arbitrarily select a subset A (jAj � k) from S. Then we
define three operations: add, drop, and swap. In a sequence
of iterations, we randomly use an operation to optimize the
global travel cost. The process terminates when no opera-
tion can produce a better result. The obtained result has a
cost that is at most five times that of the global optimum [6].
The experimental results (refer to Section 7) show that algo-
rithm achieves greatly improved running time and that the
costs of the results are close to those of the optimal results
(i.e., less than 1.15 times larger).

In Section 5.2, we introduce the operations as well as the
pruning rules during query processing. The approximation
algorithm is detailed in Algorithm 2 (refer to Appendix,
available in the online supplemental material).

5.2 Operations and Pruning Rules

5.2.1 Operations

In this section, we introduce three types of operations and
corresponding pruning rules. The approximation algorithm
initially selects an arbitrary subset A (jAj � k) from S and
matches each traveler q 2 Q to its closest meeting point
p 2 S and computes the exact value of GTCðAÞ (refer to
Equation (4)). Then, to optimize the global travel cost, the
approximation algorithm uses three operations:

� addðpÞ: add a new meeting point p 2 ðS nAÞ to A if
jAj < k;

� dropðpÞ: drop a meeting point p from A if jAj > 1;
� swapðp; p0Þ: swap a meeting point p 2 A with another

meeting point p0 2 ðS nAÞ.
We repeatedly apply a randomly selected operation to

improve the global travel cost by a factor of 1þ ", where " is
an arbitrary small constant. The search process terminates
when no new operation can produce a better result. The
main reason that we compare the ratio GTCðAÞ=GTCðA0Þ
with 1þ " is to make sure the algorithm runs in polynomial
time. If each operation improves the total cost by at least
a factor of ð1þ "Þ, the number of operations is at most
log1þ"W , where W is the maximum possible global travel
cost. If we do not impose the ð1þ "Þ constraint, each opera-
tion may result in a very small improvement, and the num-
ber of operations could be as large as W . Note that we only
need logW bits to represent the cost, so this is not a polyno-
mial time algorithm.

5.2.2 Add Operation

Figs. 3a, 3b, and 3c illustrate examples of the add, drop, and
swap operations, where q1, q2, q3, q4, and q5 are query points
and d is the destination. In Fig. 3a, A ¼ fp1; p2g is a subset of
meeting points, and query points q1; q2, q3 are matched to p1,
and q4 and q5 are matched to p2. According to Equation (4),
the global travel cost GTCðAÞ is computed as follows:

GTCðAÞ ¼ a �
X3
i¼1

sdðqi; p1Þ þ
X5
j¼4

sdðqj; p2Þ
 !

þ b � ðsdðp1; dÞ þ sdðp2; dÞÞ:

Then we add a newmeeting point p3 toA and get a new sub-
set A0 ¼ fp1; p2; p3g. As each query point is matched to its
nearest meeting point, query points q1 and q2 are matched to
p1, and q3 and q4 are matched to p3, and q5 is matched to p2.
The global travel costGTCðA0Þ is computed as follows:

GTCðA0Þ ¼ a �
X2
i¼1

sdðqi; p1Þ þ sdðq5; p2Þ þ
X4
j¼3

sdðqj; p3Þ
 !

þ b � ðsdðp1; dÞ þ sdðp2; dÞ þ sdðp3; dÞÞ:

If the cost is improved by a factor of ð1þ "Þ (i.e., GTCðAÞ
GTCðA0Þ

exceeds ð1þ "Þ), operation addðp3Þ is valid. Otherwise, the
operation is invalid, and p3 is not added to A.

Each time when conducting the operation addðp0Þ, the
existing matching of each query point q 2 Q to meeting
points in A has to be updated. To accelerate the rematching
process, we propose the following pruning rule.

Given a subset A and the matching between Q and A, we
define a search radius r as follows:

r ¼ max
q2Q;p2A

fsdðq; pÞg: (13)

Thus, r is the maximum network distance between a query
point q 2 Q and a meeting point p 2 A. When conducting
the operation addðp0Þ, we only need to rematch the query
points covered by region Cðp0; rÞ, the circular region with
center p0 and radius r.

As an example in Fig. 3a, a new meeting point p3 is
added to A ¼ fp1; p2g (A0 ¼ fp1; p2; p3g). We compute r
according to Equation (13). To establish a new matching
between each query point q 2 Q and each meeting point
p 2 A0, we only need to rematch the query points covered
by the region Cðp3; rÞ. In Fig. 3a, query points q3 and q4
are covered by Cðp3; rÞ, and are rematched. Because

Fig. 3. Examples of add, drop, and swap operations.
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sdðq3; p1Þ > sdðq3; p3Þ and sdðq4; p2Þ > sdðq4; p3Þ, both q3
and q4 are matched to p3. The matchings of other query
points remains unchanged.

Lemma 1. When adding a new meeting point p0 to A, the match-
ings of the query points outside the region Cðp0; rÞ are
unaffected.

Proof. For a query point q outside region Cðp0; rÞ, we have
that sdðq; p0Þ > r. Assume that p is the meeting point
closest to q in A. We have that 8p00 2 A n fpg ðsdðq; pÞ
< sdðq; p00ÞÞ. According to the definition of r (Equa-
tion (13)), we have that sdðq; pÞ � r. Thus, we have that
sdðq; pÞ � r < sdðq; p0Þ ) sdðq; pÞ < sdðq; p0Þ, so p is still
the meeting point closest to q in A0. tu

5.2.3 Drop Operation

For the example in Fig. 3b, A ¼ fp1; p2; p3g is a subset of
meeting points. Initially, query points q1 and q2 are matched
to p1, q3 and q4 are matched to p3, and q5 is matched to p2.
We compute GTCðAÞ according to Equation (4). Then the
operation dropðp3Þ is conducted, and the meeting point p3 is
dropped from subset A ¼ fp1; p2; p3g (A0 ¼ fp1; p2g). Each
query point q 2 Q is matched to its closest meeting point
p 2 A0. As shown in Fig. 3b, query points q1; q2, and q3 are
matched to p1, and q4 and q5 are matched to p2. After that,
we compute GTCðA0Þ and check the validity of operation

dropðp3Þ. If GTCðAÞ
GTCðA0Þ < 1þ ", operation dropðp3Þ is valid, and

meeting point p3 can be dropped from A. Otherwise,
dropðp3Þ is invalid.

Finding a valid meeting point p 2 A to drop is time-con-
suming. In the worst case, all points in A have to be
checked. To improve performance, we propose a pruning
rule to pre-check the validity of operation dropðpÞ. First, we
define the connection travel cost of meeting point p as fol-
lows (refer to Equation (3)),

CTCðpÞ ¼ b � sdðp; dÞ: (14)

Here, b represents the energy consumption per unit dis-
tance for collective travel.

Lemma 2. If GTCðAÞ
GTCðAÞ�CTCðpÞ < 1þ ", operation dropðpÞ is

invalid.

Proof. Assume that query points fq1; q2; . . . ; qng � Q are
matched to meeting point p initially. For any qi, we have
that 8p0 2 A n fpg ðsdðqi; pÞ < sdðqi; p0ÞÞ. If p is dropped
from A, query points fq1; q2; . . . ; qng will be matched
to other meeting points, and their local travel costs
will increase (refer to Equation (2)). Thus, we have that

GTCðAÞ � CTCðpÞ < GTCðA0Þ. Therefore, GTCðAÞ
GTCðA0Þ <

GTCðAÞ
GTCðAÞ�CTCðpÞ . This in turnmeans that

GTCðAÞ
GTCðA0Þ <

GTCðAÞ
GTCðAÞ � CTCðpÞ < 1þ ": tu

Therefore, operation dropðpÞ is invalid.
For example, in Fig. 3b, if we want to drop meeting point

p3, we compute of CTCðp3Þ (refer to Equation (14)), and pre-
check the validity of dropðp3Þ by comparing the value of

GTCðAÞ
GTCðAÞ�CTCðp3Þ to 1þ ". If GTCðAÞ

GTCðAÞ�CTCðp3Þ < 1þ ", operation

dropðp3Þ is invalid and p3 cannot be dropped from A. Other-
wise, we rematch the query points that were matched to p3
to their closest meeting points in A0, respectively (i.e., q3 to
p1, and q4 to p2), and compute the exact value of GTCðA0Þ.

If the condition of GTCðAÞ
GTCðAÞ�CTCðpÞ < 1þ " does not hold,

we will do further validity checking for operation dropðpÞ.

5.2.4 Swap Operation

The swap operation can be viewed as a combination of a
drop and an add. However, a swap operation may be valid
even when its drop and add operations are each invalid.
Fig. 3c gives an example of the swap operation. Initially,
subset A ¼ fp1; p2g, and query points q1; q2, and q3 are
matched to meeting point p1, and q4 and q5 are matched to
p2. Then we conduct operation swapðp2; p3Þ and we get
A0 ¼ fp1; p3g. Accordingly, we match the query points to the
meeting points in A0 (q1 and q2 to p1 and q3; q4, and q5 to p3)
and compute GTCðA0Þ. The process of operation
swapðp2; p3Þ is detailed as follows.

First, we drop meeting point p2 from A, and we label the
query points that were matched to p2 as “unmatched”. For
example, in Fig. 3c, when we drop p2 from A, q3 and q4 are
labeled as “unmatched”. Then, we add meeting point p3 to
the subset ðA n fp2gÞ. We label the query points covered by
circular region ðp3; rÞ as “unmatched”. As an instance, q3 is
labeled as “unmatched” (q4 is already labeled). After that,
we match all “unmatched” query points to their closest
meeting points in A0, and the matching of other query
points remains unchanged. For example, in Fig. 3c, q3; q4,
and q5 are matched to p3, and the matchings of q1 and q2
remains unchanged. Finally, we compute GTCðA0Þ accord-
ing to Equation (4) and compare GTCðAÞ

GTCðA0Þ to ð1þ "Þ to check

the validity of the swapðp2; p3Þ operation.
The approximation algorithm is detailed in Algorithm 2

(refer to Appendix, available in the online supplemental
material).

5.3 Complexity Analysis

Assume that C0 is the global travel cost of the initially
selected subset A and that C is the global optimum. The
maximum number of operations m depends on the ratio of
C0 to C. The value ofm is computed as follows:

C0 � ð1þ "Þ�m � C

) m ¼ logð1þ"Þ
C0

C

� 	
:

To find a valid operation, we check all possibilities of
add, drop, and swap, which has time complexity
OðjQjðjSj � jAjÞÞ þOðjQjjAjÞ þOðjQjðjSj � jAjÞjAjÞ ¼ OðjQjjSjÞ
because jAj is a constant no larger than k. The total

number blogð1þ"Þ
C0
C c of operations is a constant. Thus, the

time complexity of the approximation algorithm is

Oðblogð1þ"Þ
C0
C cjQjjSjÞ ¼ OðjQjjSjÞ.

In our setting, only a single meeting point can be modi-
fied in an operation, and the algorithm achieves an
approximation ratio of 5. The experimental results show
that the approximate results are generally very close to
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the global optimum (less than 1.15 times larger). If multi-
ple meeting points can be modified, the time complexity

of the approximation algorithm is OðjQj jSj�jAj
n

� �
þ

OðjQj jAj
n

� �
Þþ OðjQj jSj�jAj

n

� �
jAj
n

� �
Þ ¼ OðjQj � jSjnÞ, where n is

the number of modified meeting points in an operation.
Although this can be donewith the slightly better approxima-

tion ratio 2þ ffiffiffi
3

p þ ", the query efficiency is affected badly.

6 EXTENSIONS

We future extend the CTP query to include two practical
scenarios. First, it is of interest to consider connection travel
costs of meeting points that are dependent on the number
of travelers that travel from each meeting point to the desti-
nation. A new practical connection travel cost CTCpðAÞ is
defined as:

CTCpðAÞ ¼ b �
X
p2A

p:t

c


 �
� sdðp; dÞ: (15)

Here, p:t is the number of travelers at meeting point p, and c
is the capacity of a shuttle bus (collective travel). By combin-
ing Equations (2) and (15), the practical global travel cost
GTCpðAÞ is computed as

GTCpðAÞ ¼ LTCðAÞ þ CTCpðAÞ: (16)

Next, we extend the exact and approximation algorithms
to support the new distance measure. In the exact algorithm
(refer to Section 4), we estimate the lower and upper bounds
of the practical connection travel cost CTCpðAÞ in Equa-
tions (17) and ð18Þ, respectively,

CTCpðAÞ ¼ b �Pp2A
p:t
c

� 
 � sdðp; dÞ
sdðp; dÞ 	 minCi\A 6¼?fsdðci; dÞ � rig

�

)
X
p2A

p:t

c


 �
� sdðp; dÞ 	

X
p2A

p:t

c


 �
� min
Ci\A 6¼?

fsdðci; dÞ � rig

)
X
p2A

p:t

c


 �
� sdðp; dÞ 	 jQj

c
� min
Ci\A6¼?

fsdðci; dÞ � rig

) CTCpðAÞ:lb ¼ b � jQj
c

� min
Ci\A 6¼?

fsdðci; dÞ � rig; (17)

CTCpðAÞ ¼ b �Pp2A
p:t
c

� 
 � sdðp; dÞ
sdðp; dÞ � maxCi\A 6¼?fsdðci; dÞ þ rig

�

)
X
p2A

p:t

c


 �
� sdðp; dÞ �

X
p2A

p:t

c


 �
� max
Ci\A6¼?

fsdðci; dÞ þ rig

)
X
p2A

p:t

c


 �
� sdðp; dÞ � jQj

c
þ jAj

� �
� max
Ci\A6¼?

fsdðci; dÞ þ rig

) CTCpðAÞ:ub ¼ b � jQj
c

þ jAj
� �

� max
Ci\A 6¼?

fsdðci; dÞ þ rig:ins

(18)

Here, p is a meeting point in subset A. Integer p:t is the num-
ber of travelers at meeting point p, jQj is the total number of
travelers, and integer c is the capacity of a shuttle bus. In the
example in Fig. 2, the lower and upper bounds of the practi-
cal connection travel cost CTCpðAÞ are computed as follows:

CTCpðAÞ:lb ¼ b � jQj
c

�minfðsdðc1; dÞ � r1Þ; ðsdðc2; dÞ � r2ÞÞg;

CTCpðAÞ:ub ¼ b � jQj
c

�maxfðsdðc1; dÞ þ r1Þ; ðsdðc2; dÞ þ r2ÞÞg:

By combining Equations (6) and (17) and (7) and (18), the
lower and upper bounds of the practical global travel cost
GTCpðAÞ are computed as follows:

GTCpðAÞ:lb ¼ LTCðAÞ:lbþ CTCpðAÞ:lb; (19)

GTCpðAÞ:ub ¼ LTCðAÞ:ubþ CTCpðAÞ:ub: (20)

The exact algorithm with the practical connection travel cost
is obtained by substituting Equations (17), (18), (19), and
(20) into Algorithm 1.

In the approximation algorithm, the practical connection
travel cost of meeting point p is updated as follows:

CTCpðpÞ ¼ b � p:t

c


 �
� sdðp; dÞ: (21)

Lemma 2 in the drop operation (refer to Section 5.2.3) is
not affected by the new measure. Assume that query
points fq1; q2; . . . ; qng � Q are matched to meeting point p
initially. For any query point qi 2 fq1; q2; . . . ; qng, we have
that 8p0 2 A n fpg ðsdðqi; pÞ < sdðqi; p0ÞÞ. If meeting point p
is dropped from A, query points fq1; q2; . . . ; qng are
matched to other meeting points fp1; p2; . . . ; pmg � A n fpg,
and their local travel costs increase (refer to Equation (2)).
For meeting points fp1; p2; . . . ; pmg, their practical connec-
tion travel costs also increase because they will serve
more query points (refer to Equation (15)). Thus, we have

that GTCpðAÞ � CTCpðpÞ < GTCpðA0Þ. Therefore,
GTCpðAÞ
GTCpðA0Þ <

GTCpðAÞ
GTCpðAÞ�CTCpðpÞ . This in turn means that

GTCðAÞ
GTCðA0Þ <

GTCðAÞ
GTCðAÞ � CTCðpÞ < 1þ ":

In that case, the operation dropðpÞ is invalid. Therefore,
Lemma 2 is not affected by the new measure.

The approximation algorithm with the practical connec-
tion travel cost is achieved by substituting Equations (17),
(18), (19), (20), and (21) into Algorithm 2.

Notice that CTCpðAÞ and GTCpðAÞ are not metrics. Thus,
the approximation ratio 5 is not valid. We conduct extensive
experiments to verify the performance of the practical CTP
query, and the experimental results show that the approxi-
mate results are also very close to the global optimum.

Second, it is of interest to study the scenario where trav-
elers are allowed to proceed directly to the destination if
they are closer to the destination than to any meeting point.
We extend the approximation algorithm (Algorithm 2) to
support this scenario. Initially, the destination can be
viewed as a meeting point, and it is put into the meeting
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point set A. During the search process, the destination will
not be removed from A by drop and swap operations. When
the search terminates, each traveler is matched to his/her
closest meeting point, and the travelers that are matched to
the destination can go to the destination directly. In Fig. 11,
when " ¼ 0:03 (default value), the approximation algorithm
can also achieve a very good approximation ratio (less than
1.2) and low CPU time (less than 140 ms for BRN and less
than 300 ms for NRN).

7 EXPERIMENTS

We report on extensive experiments with real and synthetic
data that offer insight into the properties of the developed
algorithms.

7.1 Settings

We use graphs extracted from two spatial networks, namely
the Beijing Road Network (BRN) and the North America
Road Network (NRN).4 The graphs are stored using adja-
cency lists. Query points are randomly selected vertices and
the meeting points are generated according to random
(default), uniform, and Gaussian distributions.

We pre-compute the all-pair shortest path distances
using Dijsktra’s algorithm [7] and store the pre-computed
results on disk. Parallel computing techniques are easily
adopted to accelerate the pre-computation because the all-
pair shortest path computation can be viewed as jG:V j sin-
gle-source shortest path computations that are independent
of each other. If we divide the task into N subtasks for N

different workers and each worker computes jG:V j
N single-

source shortest path distances, the running time is expected
to be improved by approximately a factor of N . The pre-
computation algorithm was implemented in Java and run
on a cluster with 16 servers. Each server has a 16-core CPU
(2.40 GHz) and 300 GB memory. The pre-computation
results are stored on disk. The pre-processing times and the
required disk space are listed in Table 1.

In the experiments, the graphs were memory resident
when running Dijkstra’s algorithm [7], as the memory
occupied by BRN/NRN was less than 20 MB. All algo-
rithms were implemented in Java and run on a Windows
7 platform with an Intel i7-4770k processor (3.50 GHz)
and 16 GB memory. Unless stated otherwise, experimen-
tal results are averaged over 20 independent trails with
different query inputs. The main performance metrics are
CPU time and the number of visited vertices. The number
of visited vertices is used as a metric since it describes the
number of data accesses.

The parameter settings are listed in Table 2. In subse-
quent figures, the exact algorithm (Section 4) is denoted by
“Exact-Alg,” and the approximation algorithm (Section 5)
is denoted by “Approx-Alg.” We extend the query into
two practical scenarios (Section 6). For the first (the
connection travel cost is dependent on the number of trav-
elers), the exact algorithm is denoted by “Exact-Alg-p1,”
and the approximation algorithm is denoted by “Approx-
Alg-p1.” In the second scenario (a traveler can go to the
destination directly), the exact algorithm is denoted by
“Exact-Alg-p2,” and the approximation algorithm is
denoted by “Approx-Alg-p2.”

7.2 Effect of Query Point Count jQj
First, we investigate the effect of the query point count jQj
on the performance of the two algorithms with the default
settings. Intuitively, a larger jQj causes more query points
to be processed (being matched to their closest meeting
point) and has a larger search space. Thus, the CPU time
and the number of visited vertices are expected to be higher
for both algorithms. However, from Fig. 4, it is clear that
with the help of its heuristic search strategy and pruning
rules, the approximation algorithm outperforms the exact

algorithm by almost a factor of 105 (for both CPU time and
visited vertices). It is worth noting that ðiÞ the number of
visited vertices may exceed the number of vertices in the
graph jG:V j since a vertex may be visited several times by
network expansions from different expansion centers;
ðiiÞ the CPU time is not fully aligned with the number of
visited vertices. To prune the search space, the algorithms
need more computational effort to maintain their bounds.
In some cases, the increased computation cost may offset
the benefits of the reduction in the number of visited
vertices.

7.3 Effect of Meeting Point Count jSj
Fig. 5 considers the effect of varying the meeting point count

jSj. There existPk
i¼1

jSj!
ðjSj�iÞ!i! combination possibilities for sub-

setA (A � S ^ jAj � k).With a fixed value of k, a largermeet-
ing point count jSj leads to more computation. In Fig. 5, the
CPU time and the number of visited vertices for both algo-
rithms increase with jSj, and the increase of the exact algo-
rithm is much faster than that of the approximation
algorithm. The CPU time and the number of visited vertices

required by the exact algorithm are at least 102 times higher
than those needed by the approximation algorithm.

TABLE 1
Pre-Processing Time and Required Disk Space

Road Networks Pre-Processing
Time

Required
Disk Space

BRN (28,342 vertices and
38,577 edges)

193 seconds 3.5 GB

NRN (175,813 vertices
and 179,179 edges)

1,145 seconds 125 GB

TABLE 2
Parameter Settings

NRN BRN

Query point
count jQj

5,000–15,000/
default 5,000

1,000–9,000/default
1,000

Meeting point
count jSj

50–1,600/default
100

50–1,600/default 100

Integer threshold
k

5–160/default 10 5–160/default 10

" 0.03–0.15/default
0.03

0.03–0.15/default
0.03

shuttle bus
capacity c

5–20/default 5 5–20/default 5

4. http://www.cs.utah.edu/~Iifeifei/SpatialDataset.htm
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7.4 Effect of k

Next, we vary threshold k. For the exact algorithm, with a
fixed value of the meeting point count jSj, a larger k leads to

more combination possibilities (
Pk

i¼1
jSj!

ðjSj�iÞ!i!). Intuitively,

the larger k becomes, the larger the required search space
becomes, and thus the required CPU time and the number
of visited vertices are expected to increase correspondingly.
On the other hand, the approximation algorithm is not sen-
sitive to the value of k because the total number of opera-
tions is indirectly affected by the value of k (refer to
Section 5.2). In Fig. 6, the approximation algorithm outper-

forms the exact algorithm by factors of more than 105 in
terms of both CPU time and the number of visited vertices
when k exceeds 10.

7.5 Effect of "

Fig. 7 shows the effect of varying parameter " on the effi-
ciency and accuracy of the approximation algorithm. An

operation (add, drop, and swap) will improve the global
travel cost by a factor of 1þ "; thus, the total number of

operations blogð1þ"Þ
C0
C c is inversely proportional to the

value of " (refer to Section 5.2). A larger value of " means
fewer operations; thus, the query efficiency is improved
and less CPU time is required. However, a larger value
of " also leads to a lower accuracy of query result. It is
worth noting that when " ¼ 0:03, the approximation algo-
rithm achieves a very good approximation ratio (less
than 1.1 in BRN and less than 1.15 in NRN) and low
CPU time (less than 120 ms in BRN and less than 260 in
NRN).

7.6 Query Performance, Worst-Case Measurements

In our settings, the worst-case measurement is the worst
experimental result among 20 independent experiments.
Fig. 8 reports worst-case measurements for the CTP query.
It is clear that the approximation algorithm is able to com-
pute the CTP query in interactive time.

Fig. 4. Effect of query point count jQj. Fig. 6. Effect of k.

Fig. 5. Effect of meeting point count jSj. Fig. 7. Effect of ".
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7.7 Effect of Meeting Point Distributions

We study the effect of meeting point distributions on query
performance. We consider three types of distributions:
Gaussian, uniform, and random. From Fig. 9, it is clear that
the time cost of the approximation algorithm is not affected
significantly by meeting point distributions, and compared
to the random distribution, the Gaussian and uniform dis-
tributions may lead to a bit lower approximation ratios.

7.8 Effect of Pruning Techniques

We study the effect of pruning techniques in the exact
and approximation algorithms. The exact algorithm with-
out pruning techniques (without upper and lower
bounds, refer to Section 4.2) is denoted by “Exact-Alg-
p*,” and the approximation algorithm without pruning
techniques (Lemmas 1 and 2, refer to Sections 5.2.2 and
5.2.3) is denoted by “Approx-Alg-p*.” In Fig. 10, it is clear
that with the help of pruning techniques, the performance
of the exact algorithm is improved by 5-8 times, and the

performance of the approximation algorithm is improved
by at least an order of magnitude.

7.9 Performance of the Practical CTP Query

We study the performance (efficiency and effectiveness) of
the practical CTP query processing. The results are shown
in Fig. 11. Compared to the original CTP query, practical
CTP query processing takes longer to compute the upper
and lower bounds, due to the more complex distance meas-
ures (refer to Section 6). The approximation algorithm can
still outperform the exact algorithm by a factor of more than

105 in terms of both CPU time and the number of visited
vertices. Neither of the algorithms is efficiency-sensitive to
the value of c (shuttle-bus capacity). When " ¼ 0:03, the
approximation algorithms can also achieve a very good
approximation ratio (less than 1.2) and low CPU time (less
than 140 ms for BRN and less than 300 ms for NRN).

7.10 Travel Cost Reduction

We conduct a case study to gain insight into the travel cost
reduction that can be achieved by using the CTP query. We
select four types of vehicles for the collective travel: Toyota
Corolla (5 seats, petrol cost: 6.3 L/100 km), Benz Minibus
(10 seats, 11.3 L/100 km), Benz Minibus (18 seats, 12 L/
100 km), and Yutong Bus (33 seats, 16 L/100 km). We
assume that travelers drive the Toyota Corolla to meeting
points. Fig. 12 shows the travel cost reduction of using the
CTP query. Compared to individual travel, the collective
travel can reduce the cost by more than 60 percent.

8 RELATED WORK

Group nearest neighbor [17] and aggregate nearest neigh-
bor [18] queries are typical queries that have multiple sour-
ces and a single destination. They assume that each traveler
goes to the destination individually and the queries aim to
find the optimal location of the destination to minimize the
travelers’ global travel cost. A group travel planning
query [11] extends the group nearest neighbor query to the
multiple-destinations scenario, and it assumes that a group
of travelers assemble at the first destination and then go

Fig. 8. Query performance, worst-case measurements.

Fig. 9. Effect of meeting point distributions.

Fig. 10. Effect of pruning techniques.
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together to the next destination. The group nearest group
query [5] is another type of query with multiple sources and
multiple destinations. It matches each traveler to their clos-
est destination, and the query aims to find the optimal loca-
tions of the destinations to minimize the travelers’ global
travel cost. Unlike the existing studies, the Collective Travel
Planning query has multiple query sources, multiple meet-
ing points, and single destination. It can be viewed as a
combination of the group nearest neighbor query and the
group nearest group query. It assumes that a group of trav-
elers meet at their closest meeting point and then go
together to the destination, and its target is also to minimize
the global travel cost.

The trajectory-based travel planning can be further
divided into trajectory-to-object search and trajectory-to-
trajectory search. In the trajectory-to-object search,
queries aim to find objects spatially close to a query path
according to some distance metrics. For example, the
path nearest neighbor (PNN) query [4], [21] maintains
an up-to-date path nearest neighbor result as the user is
moving along a predefined route. Moreover, the path
nearby cluster query [22] further extends the PNN query
to find the POI clusters spatially close to a given path. In
trajectory-to-trajectory search, queries retrieve the trajec-
tories that have similar curve and are spatially close to a
query trajectory. Travelers can use the travel history of

Fig. 11. Performance for the practical CTP query.
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other travelers to guide their own trips. Shang et al.
study the problem in spatial networks [20].

9 CONCLUSION AND RESEARCH DIRECTIONS

We propose and study a novel problem, the Collective
Travel Planning query that finds the lowest-cost travel route
that connects multiple sources and a destination via at most
k meeting points. The query is designed for ridesharing by
a large population of travelers going to the same destina-
tion. The solution aims to offer societal and environmental
benefits, such as reducing energy consumption and green-
house gas emissions, enabling smarter and greener trans-
portation, and reducing traffic congestion. The CTP query
is Max SNP-hard. To compute the query efficiently, an
approximation algorithm was developed with a 5-approxi-
mation ratio. The performance of CTP query processing
was investigated by means of extensive experiments on real
and synthetic data.

Six interesting directions for future research exist. First, it
is of interest to study the CTP query without the k con-
straint. The query then finds the least-cost travel route con-
necting multiple query sources and a destination via
unconstrained meeting points. A key challenge is to design
an approximation algorithm with a suitable approximation
ratio to compute the query in interactive time. Second, it is
of interest to use travel time in the query and take the trav-
elers’ transfer times into account, as this makes the problem
more practical. The resulting query then aims to find the
travel route with the minimum total travel time that con-
nects multiple travelers and a destination, via at most k
meeting points. Third, it is of interest to take the changes of
travel costs of road segments into account and further
extend the developed algorithms to dynamic spatial net-
works. Fourth, it is of interest to study a continuous CTP
query for the scenario where one or more travelers fail to
reach the meeting points on time and then may need to
catch up with the group. Fifth, in the approximation algo-
rithm, it is of interest to study how to identify a good initial
answer efficiently, to further enhance the query efficiency.
Sixth, to find the optimal solution, the exact algorithm
should be conducted k times to test all possible values of k.
It is of interest to study a more integrated exact algorithm to
achieve a higher query efficiency.
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